CS1Q Computer Systems
Lecture 11

(Part two of the notes)

Prof. Chris Johnson

S141 Lilybank Gardens, Department of Computing Science, University of Glasgow, Scotland.

Notes prepared by Dr Simon Gay

The D FlipFlop

A 1-bit register is called B flipflop. When considering the D flipflop
as an individual component, it is common to make both the outpu
Qand its invers® available. Here it is (without the Reset input, wh
we do not need for the next few examples).

CLK
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The D FlipFlop

A register can be viewed as a collection of D flipflops. Here is a
4 bit register (without the Reset input). Note that all 4 flipflops are
connected to the same clock input.

Q3 oz Q1 Qo
LR T \ T T
D3 o2 o1 [mls]
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Lecture 11

The T FlipFlop

If the Q output of a D flipflop is connected to the D input, the
resulting circuit changes state (from 0 to 1, or from 1 to 0) at ever
clock tick. This is a T (fotrigger) flipflop.

o
i
Ol ©

This is an example of the general structure of a sequential circuit,
There is one bit of memory, and at each clock cycle, the memory
updated by storing the negated output from the previous cycle.
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A Binary Counter

When counting in binary, each bit changes its value when the bit
its right changes from 1 to O (i.e. at a negative edge).

a negative edge causes
the bit on the left to change

—
— -«
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A Binary Counter

T flipflops can be used to build a circuit which counts in binary,
advancing by 1 on each clock cycle. Assuming that the flipflops afe
positive edge triggered, we need to convert a negative edge on ap
output into a positive edge on the next clock input.

a 3 bit counter

the same idea works
for any number of bits
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A Binary Counter

This design is sometimes calledigple countebecause of the way
that the change in output propagates from bit to bit.

When the outputs are 111, the next clock cycle changes the state

The design can be extended to any number of bits.
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A Counter Application

A 2 bit counter can be used to complete the design of a traffic light
controller. The counter generates the binary numbers from 0 to 3 |n
sequence, and the circuit from Lecture 9 converts these numbers|
the correct outputs for the Red, Amber and Green lights.

A G R

Exercise Why is this not quite a
perfect traffic light controller?
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The Prime Number Machine Again

Recall our design of the circuit which outputs the sequence
2,3,5,7,11, 13 as 4 bit binary numbers.

The design works but has a couple of undesirable features:

a4 bit register is used, but there are only 6 states and therefqre

only 3 bits of storage should be necessary
« it seems to be a fluke that the “Reset problem” can be solved
so easily; this technique might be hard to generalise

The idea for an alternative design is to assume that we have a 3 hjt

counter as a standard component. It has a clock input and an
asynchronous reset input. |

Q2 Q1 QQ
—elock Reset—
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PNM Second Design

Assuming that we make use of states 0 to 5 (i.e. 000 to 101) of t
counter, we need a circuit to calculate the outputs P3,P2,P1,P0
according to this truth table:

Easy to design the circuit for
P3,P2,P1,PCkercisé.
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PNM Second Design

States 110 and 111 are not needed. We would like the counter to
advance from state 101 to state 000.

This can be achieved by connecting the Reset input to a small cirf
which will activate Reset when the state reaches 110.

If Reset is active high, then we can usR = Q,QQ,

If Reset is active low, then we need R= 62 +61 +Q,
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Cuit

PNM Second Design

P2 P1 PO
[
output
circuit
—1 1 |
Q2 Q1 reset
~rClock Res circuit

Exercise complete the circuit.
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Implementing Memory/Registers

With current integrated circuit technology, memory can be implem
by taking advantage @fipacitance the tendency for electric charge

persist in part of a circuit. The electric current representing a 1 imp

bnted
to
tt

a register causes a tiny electric charge to build up in the circuit, and this

charge will remain for a short time.

If the contents of the register are only needed for the next clock cycle,
and the clock speed is sufficiently high, then nothing more needs tp be

done. Registers (known kcheg which are used for temporary
storage, have this property.

In the case of a CPU's general registers, and the RAM of a computer,

the contents must biefreshedn order to preserve them for longer
periods.
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Implementing Memory/Registers

It is also interesting that memory can be built from the purely logic|
properties of the basic gates that we are familiar with.

We will now look at the step-by-step development of the D flipflop
from a circuit called the RS flipflop, which just consists of two
NOR gates.
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The RS FlipFlop

Using two NOR gates we can build a circuit which is able to store
one bit of information: either 0 or 1.

Note the essential use of feedback (connections from outputs to ipputs),

which takes us beyond combinational circuits.
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The RS FlipFlop: Summary

The RS flipflop has two stable states:

+Q=0,Q=1

+Q=1,Q=0

If R (reset) becomes 1 then Q becomes 0 and Q becomes 1, and
state is maintained when R returns to 0.

If S (set) becomes 1 then Q becomes 1 and Q becomes 0, and th
state is maintained when S returns to 0.

If R and S become 1 simultaneously then the behaviour of the cir
is not defined (in practice, one of R and S would remain at 1 for
slightly longer than the other, and the last one to change would
determine the subsequent state of the flipflop).

Lecture 11
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The RS FlipFlop

The RS flipflop is a basic unit of memory: it can store one bit, and|the

stored bit can be changed by means of the R and S inputs.

Some refinements are needed before the RS flipflop becomes a yseful

component for digital circuits.

The first issue is that it is an asynchronous component: the R and S
inputs can be used at any time. As we are interested in synchronqus

circuits, we need to introduce a clock, in such a way that setting H
causes the state to charagehe next clock cycleather than
immediately.

The first step is to introduce @mableinput.
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The Gated RS FlipFlop

A gatedor enabledRS flipflop only responds to its inputs when the
Enable input is 1. This is done by passing the inputs through AN

ates.
g B

Q
Ehable
s Q
Diagrammatically:
R— —Q
e
Enable
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The Clocked RS FlipFlop

If the clock is connected to the Enable input of a gated RS flipflof
the result is a flipflop which responds to its inputs when the clock

high (has value 1) and ignores its inputs when the clock is low (hgs

value 0). A sequential circuit built in this way can only change sta|
while the clock is high.

This is a good start, but there are a number of engineering reasol
why it is preferable for state changes to occur at a @dge A
circuit can be designed to use eithergbsitiveedge (the transition
from 0 to 1) or theegativeedge (the transition from 1 to 0).

/ clock high

positive edge——+ .—— negative edge
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The Master-Slave Circuit

Two gated RS flipflops connected together:

MASTER SLAVE
R—IR Q R Qr—Q
S—{SEQ SEQ—Q
Clock | {>O ‘
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The Master-Slave Circuit: Summary

When the clock is 1, the master flipflop is enabled and responds t

inputs. It can therefore be set or reset by the S and R inputs. The

ts
Slave

flipflop is not enabled, because it receives the inverted clock, which is

0. Therefore the outputs of the circuit, corresponding to the value

stored in the slave flipflop and are not affected by the S and R inp

ts.

When the clock changes to 0, the master flipflop is no longer enaljled,

so its stored value is fixed according to whether the S or R input
the last one to have value 1. The slave flipflop is now enabled, so
outputs of the master flipflop set or reset the value stored in the sl

Therefore as the clock changes from 1 to 0, the value represented
the inputs to the master flipflop is transferred to the slavddppOncq
the slave has received this value, its outputs are fixed until do¢ime

as
he
hve.

by

the clock changes from 1 to 0. This circuit is a negative edge-triggered

RS flipflop.
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RS FlipFlop with Clear

It is useful to be able to reset a flipflop to 0 at any time, even whe
is not enabled. (For example, because an electronic flipflop enter:
random state when power is first applied, and needs to be initialig

A Clear input can be added to the basic gated RS flipflop circuit
like this: Elel

Enable
" [
A master-slave circuit built from two flipflops with Clear, by
connecting the Clear inputs together, gives a clocked flipflop with
asynchronous Clear input.

Lecture 11 CS1Q Computer Systems 22

t

a
ed.)

Positive or Negative?

We will use the following diagram for a clocked RS flipflop.

s— —e

—R

r—

CLK

When studying synchronous circuits, we don'’t care whether
components are triggered by the positive or negative clock edge;

actually, we can even forget about whether they are edge-triggerdd or

level-triggered. All we need to know is that the clock “ticks” regylal
and a state change is possible at each tick.
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Where we are

Global computing: the Internet
Networks and distributed computing
Application on a single computer

Operating System
Architecture: . .
> putting together the pieces
Digital Logic
Electronics

Physics
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Structure of a Computer

T U U 7

M
E
o DISPLAY DISK
CPH o CTRL CTRL
Y
B o S (X
DATA BUS
| | [ | |
CONTROL BUS
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Structure of a CPU

EXTERNAL DATA BUS

WNTERNAL DATA BUS

EXTERNAL
=== &n ICONTROL. J CONTROL
HUS

INTERNAL CONTROL BUS

b

EXTERNAL
ADDRESS
BUS
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Implementation of the CPU

We will look at how the components of the CPU can be implemen|
using the techniques of digital logic which we have been studying|

We will look at the details of how to implement a subset of the ITN
instructions: theegister-registeinstructions. We will then discuss

the issues involved in extending this implementation to the full
instruction set.

Real CPUs use essentially the same ideas, but developed to a m
more sophisticated level.

Lecture 13 CS1Q Computer Systems 28
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The ALU

We have already seen (Lecture 9 Slide 12) how to construct an ALU
which offers a choice between several operations.

The ALU for the IT Machine must offer the following operations:
addition, subtraction, negation, multiplication, comparison (3 kindg).

~

Exercisehow many bits are needed for the control input, ALUop?
Its data inputs and output must be 16 bits wide.

1

The Registers

We have seen (Lecture 11 Slide 3) that a register can be built from
D flipflops. The IT Machine has 16 registers and each register is ]
bits wide. The registers are organised into a structure called the
register file

(o]

In order to execute an instruction such as ADD in a single clock cycle,
it must be possible to read values from two registers and write a rjew
value into a third register, simultaneously.
It is convenient to provide an Enable input, and in reality, a Clear ipput
for zeroing all the registers would be provided.

Input 1
Output . . . . .
Input 2 16 The next slide shows 4 registers, each 4 bits wide. For more regisfers
16 2 ALUop the multiplexers and decoder would be bigger, and the WrReg, RdReg1,
RdReg?2 inputs would be wider. For the ITM, register 0 is wired to P.
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A Small Register File Memory

RdRegl
2

D

Q
En_CLK Clr T it 4: RdDatal

RdReg2

gl
L MUX (74— RdData2

il
ale
ey

Enable WiData  CLK  Clear
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Here is a memory component. If the Rd input is 1 then the contents of
the location specified by the Address input appears on the DataQut
output. If the Wr input is 1 then the location specified by the Addrgss
input is updated; its new contents are taken from the Dataln inpuj.

Thisis a2* by 8 bit RAM:

2%2locations storing 8 bits each™ ™" ;7]
In reality there is not (yet!) a HEMORY
single chip containing this much

memory, but a number of memory ‘ |

chips could be combined to producea . .,
circuit which would be used in the

same way.

Datalh T T DataOut
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Memory

Real RAM chips come in different varieties with different
characteristics.

» The number of locations varies.

* The number of bits per location varies.

« There might be no Rd input.

* The Wr input might be edge triggered or level triggered.

RAM and ROM

RAM stands for Random Access Memory. The name is no longer very
informative, but RAM is memory which can be read from and wrigten
to. Quoted memory sizes of computers refer to RAM (e.g. 512 MB)
The most widely used RAM technology loses its contents when power
is turned off.

« Large RAMs sometimes have only half as many address inputs gs the | ROM stands for Read Only Memory. The contents are fixed at the
number of bits needed to address all their locations. In this case, [the time of manufacture and cannot be changed. Every computer hag
memory is thought of as a 2 dimensional array of locations, and the ROM (a relatively small amount) which contains the instructions
row addressndcolumn addresmust be specified separately in twg which will be executed when the power is turned on.
clock cycles. Other types of memory with different properties: PROM, EPROM

flash memory, ...
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Memory for the IT Machine Physical Implementation of Memory

For simplicity we will assume that the memory of the IT Machine An obvious way to implement RAM is with D flipflops. This turns qut

consists of 65536 locations (addressable by 16 bits), each storing a to be too bulky and expensive for large amounts of memory, because

16 bit word.

Addiess —

L6
MERORY

I DataOut
L6

Dataln —
L6

Wr Rd
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each flipflop consists of several components. However, relativedyl
(several kilobytes) amounts of very fasthe memorgre made in
this way, and calledtatic RAM

Large amounts (megabytes) of memory are made doramic RAM
Each bit is implemented by a tiwgpacitorwhich is capable of storing
a small amount of electric charge. Charge = 1, no charge = 0.

This charge leaks away in a few milliseconds and mustfteshed
This increases the complexity of memory systems.

Lecture 13 CS1Q Computer Systems 36




Instructions and Clock Cycles

We have described the execution of machine language programs
sequence of steps, each step executing one instruction. We have
at sequential circuits (of which a CPU is an example) driven byca.
It would be natural to assume that each instruction is executed in
clock cycle, and therefore that the steps of execution are the sam|
the clock cycles.

The ITM can't be implemented in this way, basically because only]
memory location can be accessed during each clock cycle.

There are two issues: some instructions are more than one word
and some instructions involve further memory accesses when the
executed.

Lecture 13 CS1Q Computer Systems 37
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Type 1 Instructions

Theregister-registeinstructions:
ADD, MUL, SUB, NEG, CMPEQ, CMPLT, CMPGT

The instruction is 1 word long, and just requires the ALU to take t

contents of two registers, perform an operation, and put the resulf into

a third register.

This can all be done in 1 clock cycle.

ADD Ru, Ry, Rw

Lecture 13 CS1Q Computer Systems 38
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Type 2 Instructions
LDVAL

The instruction is 2 words long, so it takes 2 clock cycles just to fg
the whole of the instruction from memory. During the second cycld
a value is transferred from memory into a register.

LDVAL Ru, $number

Lecture 13 CS1Q Computer Systems 39
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Type 3 Instructions
LOAD, STORE

The instruction is 2 words long, so it takes 2 clock cycles just to fg
the whole of the instruction from memory. During the second cycld
the value ofabelbecomes known and the address can be calculat
It then takes a third cycle, and a third memory access, to do the Iq
or store.

LOAD Ru, label[Rv]  [NNIANON [EEBE

CS1Q Computer Systems

STORE Ru, label[Rv]

Lecture 13 40
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Type 4 Instructions
JUMP, JUMPT, JUMPF

The instruction is 2 words long, so it takes 2 clock cycles just to fg
the whole of the instruction from memory. During the second cycld
the value ofabelbecomes known and the address can be calculat
This address is put into the PC to make the jump happen.

JUMPT  Ru, label[Rv]  [GHNGANOH (EEGE
JUMPF  Ru, label[Rv]  [cHNANON [NEEE5EI
JUMP  labelRu]  (EHIENONION [EHEBEI
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Implementing Type 1 Instructions
There are two stages in designing the implementation of the CPU

First we look at thelatapath- the routes which data takes through t
CPU. (Each instruction type has its own datapath; in fact, a differg
datapath for each clock cycle during its execution.)

Then we look at theontrol unit which analyses an instruction and
generates control signals which activate the correct datapath for ¢
cycle during the execution of that instruction.
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Datapath for Type 1 Instructions
Register-register instructions must use the register file and the Al

The register file is updateat the next clock tick
registers
—1{ RdRegl
instruction | RdReg2
L—— WrReg
— WrData

Enable

RegWr
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Datapath for Instruction Fetch

Dedicated adder
for normal update
1 T of PC

PC address
data out - )
PC is updatedt the next clock tick instruction
memory
Lecture 13 CS1Q Computer Systems 44
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Control Unit

If we are only implementing type 1 instructions, then the control ufit
is very simple. RdReg1, RdReg2 and WrReg come directly from the

2nd, 3rd and 4th hex digits of the instruction: each digit is a 4 bit alue

which identifies a register. RegWr is always 1 because every itistuc
updates a register. ALUop (a 3 bit value) is calculated from tte fir
hex digit of the instruction by some straightforward combinational
logic. (e.g. for ADD, the first hex digit is 0011 but ALUop might ne¢d
to be 000, depending on the details of the ALU)

ExercisePick an arbitrary numbering of the ALU operations. Look|up
the first hex digit of each type 1 instruction. Design the logic needed
to convert from the hex digit (as a 4 bit binary number) to ALUop.
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Implementation of
Type 1 Instructions

P address

instruction

data ou ONTROL

registers
RdRegl
RdReg2
WrReg
WrData

memory

RdData]

Enable
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Simplified Type 2 Instructions

To illustrate how different types of instructions can be implemente|
consider a simplified form of the LDVAL instruction:

Herenumberis restricted to 8 bits, so that the instruction fits into a

single word and can be executed in a single clock cycle.
registers

RdRegl
RdReg2
WrReg

WrData

=

LDVAL Ru, $number

instruction
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Type 1 & Type 2 Instructions

WrData now comes fromitherthe ALU or the rightmost 8 bits of thqg
instruction. (Actually the 8 bit number in the instruction must be
sign extendetb form a 16 bit value for WrData.)

A 2-1 multiplexer is used, controlled by a new control signal: Regg

The control unit must calculate the appropriate value of RegSrc,
depending on the instruction type.

instruction )
if x = 2 then RegSrc=1 else RegSrc=0

Exercisewhat is the definition of RegSrc, assuming that the 4 bit
Xare X3x,X;Xq

Lecture 13 CS1Q Computer Systems 48
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Implementation of
Type 1&2 Instructions

1

p address XYZW
data ou insfruction
x_ICONTROL
L | registers
memory Z RdRegl
Ag RdReg2
zw WrReg
1 WrData
0
Enable
RegSrc 1
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Datapath Modifications: JUMP

Implementing JUMP instructions requires a modification to the dathpath

for instruction fetch. The next value of PC can come either from thp
ADD unit or from an address calculation.

Another control signal
PCsrc— 10 be calculated by the
control unit.
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Multi-Cycle Instructions

Type 1
O/Nm

@
Types 2,34 cycle 2 Type 3
Load 2nd instr. word

@)
cycle 3
Transfer word betweeh
register and memory

cycle 1

Load 1st instr. word
Type 1: update reg. Type 2: transfer to reg.
via ALU op

Type 3: calculate address

Type 4: transfer jump
address to PC
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Multi-Cycle Instructions

In each state, appropriate control signals are generated, dependin
on the instruction type.

The next state depends on the instruction type.

Communication between states: e.g. for a load/store, an address i
calculated during cycle 2 and then used during cycle 3. Extra regis
(“latches”) must be introduced into the datapath to preserve value:
(e.g. addresses) from one cycle to the next.

Lecture 13 CS1Q Computer Systems 52
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Microcode

In some CPU designs (particularly CISC) a lookup table is used t
work out the state transitions and control signals for each instructi

In effect, a machine language instruction is translated into a sequ
of even lower-level instructionmicrocode

The microcode interpreter can be viewed as a RISC CPU embed
within the CPU.

Some early computers made the microinstruction level accessiblg
the programmer, allowing the implementation of machine languag
instructions to be modified.

Lecture 13 CS1Q Computer Systems 53
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Pipelining

Pipeliningis the idea of overlapping the execution steps of succe
instructions, by taking advantage of the fact that different parts of]
CPU are active at different steps of the execution of an individual
instruction.

instruction 1
instruction 2

instruction 3
instruction 4

time
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Pipelining
Works best if all instructions are the same length and take the sal
amount of time to execute.

Complications are caused by jump instructions because there’s g
danger of executing steps from the wrong instruction.

The basic idea is the same as a production line.

Pipelining originated as a key feature of RISC designs.

Lecture 13 CS1Q Computer Systems 55
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CPU Structure/Computer Structure

We can make a close analogy between the structure of a CPU an
the structure of a computer.

registers memory

ALU peripheral device
control unit CPU

buses buses

The control unit is like a CPU within the CPU. A microprogramme
CPU has another layer within it: the microcode interpreter.

An infinite regress does not occur because the control unit is not
general-purpose programmable computer: it execuigsdprogram,
the fetch-decode-execute cycle.

Lecture 13 CS1Q Computer Systems 56
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CS1Q Computer Systems

Where we are

Global computing: the Internet
Networks and distributed computing

Application on a single computer

Lecture 13 .
Operating System

Architecture

Digital Logic
Physics

Lecture 13 Lecture by John O'Donnell, used with 57 Lecture 13 Lecture by John O'Donnell, used with 58
permission. permission.
And Now for

The Lowest Level of Hardware:
Transistors and Chips

Copyright © 2002 John O’Donnell
Used, with permission, by Simon Gay.

Something Completely Different!

How do logic gates work anyway?
A brief introduction...
to VLSI electronics
A logic gate is actually a circuit comprising

primitive components (MOSFET pass transistors)
and we can understand (roughly) how these work

just using a little elementary physics

Lecture 13 Lecture by John O'Donnell, used with
permission.

60
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Physics Background

Atoms
Electronshavenegativecharge

Nucleus containprotonswith positivecharge
— Like charges repel
— Unlike charges attract

Lecture 13 Lecture by John O'Donnell, used with 61
permission.

Chemistry Background

e Electron Shells
— The electrons around a nucleus are grouped intd
shells. Each shell has an ideal number of
electrons that will fit into it, and the atom
“likes” to have the outer shell filled
e Covalent Chemical Bonds

— Two atoms with partially filled outer shells can
“share” some electrons; they bond together

Lecture 13 Lecture by John O'Donnell, used with 62
permission.

Insulators and Conductors

« If an atom has just enough electrons to fill
the outer shell exactly, then electricity
(moving electrons) can’t go through it. It
an insulator.

« If an atom has only a few electrons in a big
shell far from the nucleus, it's easy to get
those electrons moving. It's a conductor
(silver, copper, gold, ...)

S

Lecture 13 Lecture by John O'Donnell, used with 63
permission.

Semiconductors

« Silicon is a semiconductor, halfway
between an insulator and a conductor.

* Its outer shell wants to have 8 electrons, but
the Silicon atom provides only 4.

» The atom forms covalent bonds with its
neighbors, ending with filled shells.

» This is a silicon crystal, which is a good
insulator

Lecture 13 Lecture by John O'Donnell, used with 64
permission.
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Doped Silicon

We could take a silicon crystal, but replace a
few of the silicon atoms with Boron or
Phosphorous.

— This would give us either one more or one
fewer electrons in the outer shell

— And that means that an electrical field can more
easily get some of those electrons moving,
since the outer shell is not completely stable

Lecture 13 Lecture by John O'Donnell, used with 65
permission.

N and P Type Silicon

* Pure silicon is an insulator, but it can be

doped, turning it into:

— N typesilicon, a semiconductor withegative
charge carriergcalledfree electrons

— P typesilicon, a semiconductor withositive
charge carrierfcalledholeg. These are spots
where an electron would like to be (would
lower the energy) but isn’t.

Lecture 13 Lecture by John O'Donnell, used with 66
permission.

Negative Charge Carriers

N type

Lecture 13 Lecture by John O'Donnell, used with 67
permission.

Positive Charge Carriers

P type

In reality, the only movable charge carriers
are negative electrons. However, they behave
as if there are holes that can move, and the
holes act as if they have a positive charge.

Lecture 13 Lecture by John O'Donnell, used with 68
permission.
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Junctions

P type N type

aPN junctionis formed when a P-type region
is fabricated adjacent to an N-type region

Lecture 13 Lecture by John O'Donnell, used with
permission.

69

Forward Biased Junction

P type N type

+ . -
+— + + Q) T »'\,J -
/ T

Newly injected
electron

New hole injected by

+ power supply An electron annihilates a hole, enabling
further electrons to move left and further
Current flows steadily!  holes to move right

Lecture 13 Lecture by John O'Donnell, used with 70
permission.

Reverse Biased Junction

P type N type

+ \ -

the junction!

Lecture 13 Lecture by John O'Donnell, used with
permission.

There are no free charge carriers near the
No current flows across junction, so it becomes an insulating crystal

71

The Junction Diode

A diode allows current to flow across it in one
direction but not the other

A PN junction does exactly that!

Lecture 13 Lecture by John O'Donnell, used with 72
permission.
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N-Type Wires

Top view of chip

Each of the four N-type wires carries a signal
safely; a short circuit is impossible because it
would have to cross a reverse biased junction

Lecture 13 Lecture by John O'Donnell, used with 73
permission.

Integrated Circuits

» Long ago, circuits were built by connecting
the components one at a time, soldering in
wires one at a time

» Using channels to hold wires suggests a
new idea

— Fabricate many components together on a chip,
along with all their wires

— The wiring isintegratedwith the components

Lecture 13 Lecture by John O'Donnell, used with 74
permission.

M etal—Oxide—Semiconductor

Metal: a layer of aluminium

Silicon dbxide—glass—an insulator

I Semiconducterdoped silicon

Side view
This is called
MOS technology
Lecture 13 Lecture by John O'Donnell, used with 75

permission.

Neutral Gate

he “gate If the gate is not
The*gaté’ | oharged, it has
. ) no effect on the
insulation substrate
+ +
" The “substraté
+
+
Lecture 13 Lecture by John O'Donnell, used with 76

permission.
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Positive Gate, P-type Substrate

Gap in a Wire

permission.

Positive Free electrons in the substrate
power supply are attracted to the region a | | b
under the gate, where they are
stuck because of the insulator . .
Side view
Ifhthe ggtgtlf posmve_lly No current can flow between
f ar%e al emtpc:‘r;n yP andb, in either direction, since it
LA orl;nts ptar'ot Net - L would have to cross a reverse
type substrate into N-typ . biased junction
Top view
Lecture 13 Lecture by John O'Donnell, used with 77 Lecture 13 Lecture by John O'Donnell, used with 78
permission. permission.
N-Channel Pass Transistor Open N-Channel
gate Gate is neutral If the gate is neutral, so that
A pass transistor the capacitor is discharged
source drain consists of a source drain then current cannot flow
MOS capacitor between the source and
built right over a drain, and we just have a
a b gap in a wire a b |wire containing a gap
Side view Side view
The source and drain
are disconnected!
Lecture 13 Lecture by John O'Donnell, used with 79 Lecture 13 Lecture by John O'Donnell, used with 80

permission.
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This is called the
field effect, using

C|OS€d N'Chann( mgg'gé_\r/ices—hen e

Gate is positively charged

If the gate is positive, so
the capacitor is charged,
then the temporary N-type
region under the gate

a b | closes the connection.

; Current flows betweer

/ source and drain!
Temporary N-type region

source drain

Lecture 13 Lecture by John O'Donnell, used with 81
permission.

A Controllable Switch

The N-channel pass transistor
is a switch controlled by the
gate

gate—| n

Lecture 13 Lecture by John O'Donnell, used with 82
permission.

P-Channel Pass Transistors

The same design, with the N/P affd
polarity reversed, is a P-channel pass
transistor

— If the gate iseutra) the wire has a gap

— If the gate is\egativelycharged, the source and
drain are temporarily connected

Lecture 13 Lecture by John O'Donnell, used with 83
permission.

CMOS Complementary MOS

* A circuit that contains both P-channel and
N-channel devices is called CMOS

» Notice that we need both a positive voltage
(to control the N-channel transistors) and a
negative voltage (to control the P-channel
transistors).

» CMOS is currently the dominant technology

Lecture 13 Lecture by John O'Donnell, used with 84
permission.
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N and P Channel Transistors

gate—{ n gate—{ p

b b
TheN-channel transistor TheP-channel transistor
makes connection if gateis makes connection if gate-is

Lecture 13 Lecture by John O'Donnell, used with 85
permission.

CMOS Inverter

The two logic values

are the power supply 2 y=invx
values, +v/2 and —v/2
—iLp
Input x Output y

=]

The outpuly is —[
connected tev/2if
the input is negative,
and it's connected to /2
—Vv/2if the input is
positive

Lecture by John O'Donnell, used with 86
permission.

Synthesis of Logic Gate Circuits

» The aim: design a circuit that implements a
logic function f taking some inputs x, y, ...
* The method:

— Build a network of pass transistors that connect
the output to High exactly when f x y = True

— Build another network that connects the output
to Low exactly when f x y = False

Lecture 13 Lecture by John O'Donnell, used with 87
permission.

Algebra of Logical And2

z=and2xy
=Trueif and only if xy (obviously!)
=Falseifandonly if Xy = X + y

These two expressions are used directly to
construct the steering logic...

Lecture 13 Lecture by John O'Donnell, used with 88
permission.
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The Logic Gatez=and2 x y

High L .
The circuit consists of two
steering networks: one will

make a connection, the

The transistors in
series connedto —[N
High if both x and

. other will not
y areHigh y N
x—
The transistors in
parallel connect to
Lowif eitherx ory is Low
Low
Cevwie au waecture by John O'Donnell, used with 89

permission.

Majority Voting

Hilgh

x——[N y—[N z— [N
y—][N z—][N x—[N

m
x—([P y—[P z—[P
y—i[P z—[P x— [P
Low
Lecture 13 Lecture by John O'Donnell, used with 90

permission.

Integrated Circuits

» We can fabricate many transistors on the
same chip of silicon

» We can also fabricate wires connecting
them directly on the chip

— Short wires can simply be N or P type paths
that are surrounded by the opposite type

— Long wires are implemented by placing paths
of aluminium on top of the surface

Lecture 13 Lecture by John O'Donnell, used with 91
permission.

IC Fabrication

» A photographic process — efficient because
all the devices on the chip are manufactured
in parallel

» The chip is built up in stages (e.g. doping
selected regions to change them from P to N
type)

» Photoresist is used to mask off the portions
that are to be left unchanged

Lecture 13 Lecture by John O'Donnell, used with 92

permission.
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Dynamic Storage

An inverter can be used to store a bit:

— Connect the gate to either High or Low
This will either attract charge carriers into the
channel, or it will release them allowing the
channel to revert to its default type

— Then disconnect the gate

The state of the channel will stay the same,
because of the capacitor effect

Lecture 13 Lecture by John O'Donnell, used with 93
permission.

Dynamic Register Bit

sto Control
7
X — N \_J / Memory
) The stored bit is always
High N out available orout

When sto is High, the value of x (which
must be strong) goes onto the gate of the
memory bit. When sto then goes Low, this
charge remains isolated (because of the
capacitor effect) and the memory remains.

Lecture 13 Lecture by John O'Donnell, used with 94
permission.

Refresh

¢ An charge that is isolated on the gate of a pass
transistor willgradually dissipate

¢ Eventually, the gate will not have a strong enough
charge to control the channel, and the register bit
become unreadable.

« To prevent this, the bit must befreshed
periodically the gate must be reconnected to
power (low or high) to restore the stored charge to
its full strength.

Lecture 13 Lecture by John O'Donnell, used with 95
permission.

Dynamic RAM

¢ In DRAM chips, the memory cells are organized
as a matrix: a row of columns. The address is
used to activate a column, and to select a row to
choose the right bit.

« In addition to serving store and fetch requests, the
DRAM also does a periodic refresh operation:
each bit in a column is read out and put back

Lecture 13 Lecture by John O'Donnell, used with 96
permission.
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CS1Q Computer Systems
Lecture 14

Where we are

Global computing: the Internet
Networks and distributed computing

Application on a single computer

) compilers and interpreters
Operating System

Architecture

Digital Logic

Electronics
Physics

Lecture 14 CS1Q Computer Systems 98

High Level Languages

Most programming is done in high-level languages, such as Ada:

« their syntax is easier for humans to read and write

« the programming style is close to the way we think about probler
rather than close to the structure of the CPU

«we don't need to think about details such as register allocation al
memory allocation

* programs are not specific to a particular design of CPU

How do we bridge the gap between high-level languages and the

Lecture 14 CS1Q Computer Systems 99

Compilers and Interpreters

There are two basic approachesmpilationandinterpretation

A compilertranslates a program written in a high-level language
(for example, Ada) into a program written in assembly language o
machine language for a particular CPU (for example, Pentium).

This translation produces an independent, self-sufficient machine
language program, which can be executed without reference to th
original Ada program or to the compiler.

The Ada system which you use in CS1P is a compiler.

Lecture 14 CS1Q Computer Systems 100
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Compilers and Interpreters

An interpreteranalyses a high-level language program one statement
at a time, and for each statement, carries out operations which prpduce

the desired effect.

For example, if an Ada interpreter encounters the statement
X :=5;

then it must work out where in memory the variable x is stored, arjd

put the value 5 in that location. If it encounters the statement
write(x);

then it must find the value of x in memory, and cause that value td

displayed on the screen.

Lecture 14 CS1Q Computer Systems 101

Compilers and Interpreters: Analogy

On holiday in Norway, | want to buy a sandwich for lunch. | do no
speak Norwegian. | have two possible strategies:

1. Find someone who speaks English, and ask them to teach me
ask for a sandwich in Norwegian. | can then buy a sandwich ever
This is like using @ompiler

2. Find someone who speaks English, and ask them to go into th
and buy a sandwich for me. Every day | need to find another Eng
speaker and repeat the process. | never find out how to ask for a
sandwich in Norwegian. This is like usingiaterpreter.

Lecture 14 CS1Q Computer Systems 102

ish

Compilers and Interpreters: Comparison

The compilation process takes time, but the compiled program rups

quickly. With an interpreter, the overhead of compilation is avoidedl,
but the program runs more slowly.

Traditionally, compilers are used for development of software whi¢h
will be used many times and which must be efficient. Interpreters pre
used for simpler languages, more suited for quick programming tasks

(e.g.scriptinglanguages).

An interpreter supports a more flexible style of program developnent,

e.g. for prototyping.

Lecture 14 CS1Q Computer Systems 103

Tombstone Diagrams

We can us¢éombstone diagrant® represent programs, compilers,
and interpreters, and to keep track of the fact that three language$
are involved in the compilation process:

Thesource languagés the language being compiled: e.g. in an
Ada compiler, the source language is Ada.

Thetarget languagés the language produced by the compiler: ¢.g.

Pentium machine language, or JVM instructions.

Theimplementation language the language in which the compf{ler

is written (remember that a compiler is just a program). Thistis
relevant to a user of the compiler, but is significant to compiler
developers.

Lecture 14 CS1Q Computer Systems 104
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Tombstone Diagrams

The following diagram represents a program called P, expressed |n a
language called L (thienplementation language

Examples:
sort sort graph
Java x86 Ada

Aprogram called sort, A program called sort, A program called graph,
expressed in Java. expressed in x86 machine expressed in Ada.
language (i.e. for Intel CPUSs).

Lecture 14 CS1Q Computer Systems 105

Examples:

An x86 machine A Power PC (PPC) A SPARC machine

Lecture 14 CS1Q Computer Systems 106

Tombstone Diagrams: Machines

A machine that executes machine language M is represented likg

(e.g. Pentium 4 PC)  machine (e.g. Mac) (e.g. Sun workstatio

Tombstone Diagrams: Execution

A program can run on a machine only if it is expressed in the corrgct
machine language. Here’s how we represent this:

must match
Examples:

( sort ( sort sort
x86 PPC PPC
OK OK NO NO
as]

Lecture 14 CS1Q Computer Systems 107

Tombstone Diagrams: Compilers

A compiler ortranslatoris represented by this diagram:

source — target
language language
\ implementation
Examples: language
Ada — x86 |Ada x86 | Java—— C| [x86 ass— x8
C x86 C++ x86
Lecture 14 CS1Q Computer Systems 108
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The Compilation Process Exercise
source program P P ~——object program Imagine that we have:
s|ls — 71| T generated a program called TSP, written in the high-level language Pascal
a Pascal compiler, running on a G4 microprocessor (e.g. in an iNlac),
t match
B M > must mate which produces object code for the G4
S~
Example:
sort " sort ) sort Draw diagrams showing how TSP can be compiled and executed
J
Ada|Ada—— x86| x86 > x86
x86 x86
x86
S~———
Lecture 14 CS1Q Computer Systems 109 Lecture 14 CS1Q Computer Systems 110
Solution Cross-Compilation
A cross-compileruns on one machine (thestmachine) but generatps
code for a different machine (tkergetmachine).
TSP TSP TSP Example:
PascaPascat— G4 | G4 ‘ - G4 sort ( sort > sort
G4 Ada|Ada— PPC PPQ m—) PPC
download
G4 86 W
S~
x86
S~
compile execute )
Examples: software development for video games, or embedded
computing applications.
Lecture 14 CS1Q Computer Systems 111 Lecture 14 CS1Q Computer Systems 112




Two-Stage Compilation

An S-into-T translator and a T-into-U translator can be composed
make a two-stage S-into-U translator.

Ada| Ada—— C| C |C —— x86| x86
x86 x86
x86 x86

Example:

sort

Lecture 14 CS1Q Computer Systems 113

Compiling a Compiler

Suppose we have an Ada-into-x86 compiler, expressed in C. We
run this compiler, because it is not expressed in machine languag
we can treat it as an ordinary source program to be translated by

C-into-x86 compiler:
Xx86

Ada— x8 Ada—
C|C —— x86|x86
The object program is an Ada-into-x86 compiler expressed in x86

x86
x86
machine language, so it can be used as in the example on Slide 1
Lecture 14 CS1Q Computer Systems 114
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e. But
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Interpreters

To represent an interpreter, we show the source language S at th
and the implementation language L at the bottom.

S
L
Examples:
Basiq Basiq SQL
x86 Ada x86

Lecture 14 CS1Q Computer Systems 115
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Using an Interpreter

The combination of an interpreter

!

expressed in M machine language, IS
and a machine M, behaves like a must matcl S
machine which can execute the
source Iangyage S. It is an must match<' M
abstractor virtual machine M
S~
Examples: ( chess ) chess
Basi Lisp
- NO -
Basi Basi
x86 x86
x86 x86
Lecture 14 T~ CS1Q Computer Systems 116
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Interpretive Compilers:A Hybrid

Combine compilation and interpretation:

« compilea high-level language into amtermediatdanguage,
often known abytecodes

« interpretthe bytecode program

This is the approach used by Java, to actpeveability.

JVM on
machine X

JVM on
machine Y

Java
compiler

JVM on
machine Z

Lecture 14 CS1Q Computer Systems 117

Interpretive Compilation of Java

P P C P )
Javd Java— JV JVM‘ I JVM
x86 JVM
x86 x86
— X86
~————

Lecture 14 CS1Q Computer Systems 118

Virtual Machines

Java bytecode programs consist of instructions for the JVM
(Java virtual machine). The JVM is a CPU which is implemented i
software rather than hardware.

Advantages:

« “write once, run anywhere” - just need a JVM implementation for
each type of computer, and a standard Java compiler.

« possibility of compiling other languages to JVM code

Disadvantages: interpreting a JVM program is slower than execut
truly compiled program.

Lecture 14 CS1Q Computer Systems 119
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Refinements

Executing Java programs via the JVM leads to relatively poor
performance, so some refinements of the idea have been develoy

Native code compilersompile Java into real machine language, fo
greater speed; of course, a different Java compiler is needed for ¢
CPU.

Just in time (JITrompilers interpret JVM instructions, but also com
them into native code. If a section of a program is executed more
once (e.g. in a loop) then the compiled version is used. Some of t
efficiency of compiled code is achieved, without the initial cost. (B
is difficult for a JIT compiler to do as much optimisation as a
conventional compiler.)

Lecture 14 CS1Q Computer Systems 120
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Levels of Compilation
It's not always straightforward to say whether a language is being
compiled or interpreted.
Java iscompiledinto JVM instructions which are thémterpreted

If a language isompiledinto machine language, the individual
machine language instructions arterpretedoy the CPU.

In a sense, true compilation consists of translating a high level lan
program into a circuit, which directly carries out the desired functig
Compilation to hardware is an active research area.

What we mean by machine languages a language for which a
hardwareinterpreter is available.

Lecture 14 CS1Q Computer Systems 121
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CS1Q Computer Systems
Lecture 15

Where we are

Global computing: the Internet
Networks and distributed computing
Application on a single computer
Operating System\\

Architecture _s

Digital Logic
Electronics

Physics

Lecture 15 CS1Q Computer Systems 123

Software and the Operating System

The hardware alone can't do anything; software is necessary.

Software is stored on disk, but must be in memory to run. Therefol
« there must be a way of getting a program into memory

This is because we don’'t have a single memory technology which
big, cheap, fast and non-volatile.

We want a general-purpose machine. Therefore:
« there must be a way of changing the program which is running

It’s nice to be able to run several programs at once (multi-tasking)
« there must be a way of sharing resources between programs

Lecture 15 CS1Q Computer Systems 124
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Software and the Operating System Multi-Tasking

In a general-purpose computer, the software is split into the Multi-taskingrefers to theppearancehat a computer is executing
operating system (O@dapplication programsAssume for the more than one program at a time. In a computer with a single CP
moment that the OS is fixed and built into the computer. To changk the | this appearance must be created by switching rapidly between
function of the computer, different application programs can be logded programs.

while the OS remains the same.

=

Example:Internet Explorer could be loading a web page, while yo

Examples of operating systems: Windows (in various forms), are typing into a Word document at the same time.
Unix (several versions including Linux), MSDOS (older), CP/M (olfer
still), VMS, MacOS, BeOS, 0S/2, PalmOS, etc. etc. In a multi-tasking OS, many OS tasks (processes) run alongside piser
processes.
(Of course the OS is a piece of software, and it is possible to chapge
the operating system: for example, dual-boot PCs, which can run|both
Windows and Linux, are common.)
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Parallel Processing Operating System Functions
Parallel processingefers to the use of several CPUs in order to Controlling Fhe Io-adlng and execut{on of appllca.tlon programs- .
actually execute many instructions simultaneously. The OS itself is a program, but it has a special role. A multi-tasiing

OS must share resources among several executing programs.
Exampleweather forecasting is done by dividing the Earth’s
atmosphere into many cells, and applying the same calculations t¢ each
cell. This can be sped up by assigning a CPU to each cell.

Organising disk storage
Information stored on disk is organised ifites anddirectories
(orfolders, in a structure determined by the OS.

Combinations of parallel processing and multi-tasking are possiblg:
for example, a computer with 2 CPUs might also use multi-tasking
to give the appearance of executing more than 2 programs at a tirpe.

Providing services to application programs
The OS provides many common software functions, and insulates
applications from hardware details.

Exampleit is straightforward to buy a PC with 2 or 4 CPUs. P“’"'d'”g a %‘”'fo”" user mter_face . ) L
Applications use OS services to interact with the user; this givgs

consistent “look and feel”.
Lecture 15 CS1Q Computer Systems 127 Lecture 15 CS1Q Computer Systems 128




Controlling Application Programs

Avery simple OS might control applications as follows:
« user indicates that program P should be started
« OS transfers P from disk to memory

« OS executes a jump instruction, to the address of the beginning|of P
« P does its stuff, eventually (we hope!) terminating and jumping black

to an instruction within the OS

« OS removes P from memory and awaits another user instructior].

Problems with this approach:

« there is no way for the OS to stop a runaway program

« multi-tasking is difficult to support, unless it is assumed that even
application jumps back into the OS at regular intervals.

Lecture 15 CS1Q Computer Systems 129

Interrupts

The solution to these problems is to irgerrupts

« The CPU is designed so that an interrupt signal (on a particular jnput)
causes execution to jump to a particular address (either fixed, o
determined by additional inputs associated with the interrupt).

« The hardware is designed so that interrupts are generated at reqular
intervals, automatically, many times per second.

« Interrupts cause jumps into the OS.

No matter what an application program is doing, the OS regains dontrol
of the computer regularly. On an interrupt, the OS saves the state|of the
application which was executing. It can then decide whether to continue
executing the same application, switch to another application, shyt
down an application which is behaving badly, etc.
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Organising Disk Storage

Thefile (sometimes called @documenjtis the basic unit of long-term

information storage. Ultimately a file contains binary data, but the

in different files is interpreted in different ways:

« human-readable text

« data produced by a software package, e.g. Microsoft Access

« the source code of a program, e.g. a .ada file

« an executable program, i.e. a .exe file (for Windows)

«an image, etc

Sometimes the same file can be interpreted in different ways:

«an HTML file is treated as text if opened in an editor, but if it is
opened by a web browser then it is interpreted as instructions fo|
generating a web document

« a .exe file is interpreted as an executable program by the OS, b

compiler it is a file containing data which is being generated.
Lecture 15 CS1Q Computer Systems 131

dat

ttoa

Organising Disk Storage
A directory(sometimes called falder) is a collection of files and
other directories. (This is an example aéeaursivedefinition.)

This leads to Aierarchical filing systemwith atree structure

teaching
PLDI3  CS1Q  projects T~
lectures labs .
files
lecl lec2 lec3
Lecture 15 CS1Q Computer Systems 132
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Windows Explorer

When viewing a folder, click on the “Folders” button to show the tree

structure of the folders within it.

Desktop

My Computer Network more.|.

Floppy C D

58 My Conputer
15 & 3% Floppy (&)

leChaice
500 TthTable
) My Briefease.

0 New Folder

6 obiects) [100KB (Disk free space: 25168)

133
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Hierarchical Filing System

A hierarchical filing system is very natural, and has many advant
over a flat list of files.

organisation of information

support for multiple users
give them a directory each

security
convenient to restrict access to whole directories

suppression of irrelevant information
OS files can be kept separate from user files

134
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The Filing System as a Database

Each file or directory has several attributes:

¢ name, size, date created or modified

« security information: who can access or modify it

« for files: the data itself

« for directories: the files or directories which it contains

Exercise think about the entity-relation structure of this data.

The hierarchical structure is very fundamental, and information or]
files and directories is usually accessed in relation to the diyeicter.
Global queries such as “how many directories contain just one filg
are not the norm.

135
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Operating System Services

The most obvious OS functions are related to the user interface.

Mouse/keyboardnouse movements and clicks are monitored by th
OS. If something happens with the mouse that an application neel

e
S to

know about, the OS informs that application. Similarly, keyboard input

is directed to one of the running applications.

GUI: making a pop-up menu (for example) work is complex. The d
are handled by the OS; an application is just told when a menu ite
been selected.

Some of these functiomsustbe in the OS: e.g. tracking the mouse
be done even when no applications are running. Others are there
they can be used by many applications: e.g. controlling a pop-up

136
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Operating System Services

Example: Starting an Application

Another important function of the OS is to provide a layer of abstrdction | The user double-clicks on an icon.
which hides the specific details of the hardware. An application dogs not [ The OS notices the double-click, sees that the mouse is on an arg¢a of
need to know exactly how bits are stored on the disk; it just needs|to the screen corresponding to an application icon, and launches thq
know that there are OS functions for reading and writing files. The[OS | application. This involves finding the application code on disk, loafling
communicates with the disk controller (a specific piece of hardwarg) i it into memory, and adding it to the list of executing applications s
order to transfer the data. Within the OS, appropdatéce drivers that it can be scheduled by the multi-tasking controller.
provide a uniform interface to particular types of disk controller (saly). ) . L . . .

One of the first things the application does, is set up its user interface.
The OS also provides higher-level services related to the fifstgrs. This involves asking the OS to create windows, menus, buttons efc.,
For example, many applications make use of a file browser; this ig and creating associations between Ul elements and sections of pfogram
provided by the OS. code which will processventsnvolving those elements.
Similar comments apply to network interfaces, printers, video displays,
and any other peripheral devices.
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Example: Saving a File Example: Closing an Application

The user clicks on the “File” menu and selects “Save”. This is all Normally an application shuts itself down in response to a “terminpte”
handled by the OS: detecting the first mouse click, realising that the event. This event might be generated from within the application ifself,
mouse was on the menu heading, drawing the menu (its options fave in response to the user selecting “Exit” from a menu, or it might b
been defined previously by the application), detecting the mouse glick generated by the OS if the user clicks on the close button on the
on the “Save” option, removing the menu and restoring the origingl application’s window.
screen contents. In either case, the application has a chance to execute some of ity own
The OS tells the application that “Save” has been selected. Teghrfical code: tidy up files, ask the user whether to save unfinished work, ptc.
this is done by generating a "Menu item selestentwhich is detecte When the application is ready to stop, it tells the OS. The OS rempve
by the application'®vent handler it from memory and from the list of active tasks, removes its windgw
The application chooses what to do in response to this event. from the screen, and deletes all of its Ul elements.
Presumably it will ask the OS to open the current file and store sgme In abnormal situations, such as a malfunctioning application, the S
data in it; perhaps the file browser (another OS function) will be ugsed has the power to shut down the application without going throughlits

by the application to obtain a file name from the user.
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normal shutdown code.
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The OS as a Program

Bootstrapping

The OS is a program, not part of the hardware of the computer. Hpw The computer has a small amount of ROM, containing a program|which
does the OS itself get loaded and start to execute? Two ideas: is executed when the computer is first switched on. This programfis
Put the OS imead only memorgROM), and build the computer so able to find the OS on disk, load it into memory, and start executirlg it.
that it executes instructions from ROM when it is first turned on. This approach is callégootstrappingbecause the problem of loadirlg
This is rather inflexible the OS into memory seems similar to the impossible task of lifting
yourself up by pulling on your own bootstraps. This is the origin o
Store the OS on disk. terms such akooting rebooting etc.
But then how does it get from disk to memory? Very early programmable computers had, instead of ROM, a hardware
mechanism allowing programs to be entered in binary by means ¢f
In practice an intermediate approach is used... switches. To start using the machine, an operator would enter a small
program by hand, which would then act as a simple OS, probably|just
reading another program from paper tape and executing it.
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Some OS History Command-Line Interfaces
1970(approx): development of Unix at AT&T Bell Labs. The C In a command-line system, the main (or only) means of interactior] with
programming language (ancestor of C++, Java, C#) was developéd. the application / operating system / etc. is by typing textual

1975 CP/M developed for use on small computers; designed to b
portable by separating the BIOS (Basic Input Output System) fron
the rest of the OS. (The name A: for the floppy disk drive in Windd
is a relic of CP/M.)

1981 MS-DOS was supplied with the original IBM PC. The origin
Microsoft's success.

All of these were&eommand linesystems, influenced by Unix.
Lecture 15

CS1Q Computer Systems 143

=

WS

commands. For example (from Unix):

$ cd /users/fda/simon/teaching
/users/fda/simon/teaching

$ls

CS1Q CF1 PLDI3
$cd CS1Q
/users/fda/simon/teaching/CS1Q
$ls

lectures tutorials labs

Try “Command Prompt” in “Start -> Programs” and gse dir .
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Some OS History

1984 Apple Macintosh, with an OS entirely based on a GUI.

A smaller and cheaper version of the Lisa, in turn based on ideas|from

Xerox PARC in the 1970s. Apple’s OS has evolved: now MacOS

1984 development of the X Windows System at MIT, a GUI for Un|
Unix with its command-line interface is still under the surface.

x

CS1Q Computer Systems

1985 development of Microsoft Windows as a response to the sugcess LeCtU re 16
of Macintosh. Initially running on top of MS-DOS (up to Windows 3.1)
1991 development of Linux, Unix for PCs.
1995 Windows 95 (later Windows 98) becoming more like a complete
operating system. Meanwhile, Windows NT developed in parallel.
2000 Windows 2000 based on NT rather than 95/98; no longer baked
on MS-DOS.
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Where we are Networks

Global computing: the Internet
Q from small to large networkg

Networks and distributed computi
Application on a single computer.” nteraction
Operating System
Architecture
Digital Logic
Electronics
Physics
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In computer terms:

A group of computers connected together so that they can
exchange information.

More generally:

Any system for exchanging information among physically
separate components.

Networks makeadistributed computingnddistributed applications
possible.
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Examples

bank cash machines
credit card payment machines
voice telephone , o

two different applications for the telephone netevor
fax
local area networks e.g. within the CS department
wide area networks

the Internet a network of networks
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Network vs. Application

Distinguish between a distributed application and the network which
it uses.

Example the World Wide Web is a particular application which usgs
the Internet for its data transfer. Electronic mail is another.

Example home banking initially used dialup connections and spedial
software; now it is usually done via the Internet.
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Issues in Networks & Distributed Systemsg

physical implementatiorwire? optical fibre? undersea cables?
satellites? radio? microwaves? analogue or digital?

structure (topology)e.g. for local area networks:

oo 11

star ring bus

for wide area networks: mixture of structures

routing:must be a route between any two points. Perhaps several
to choose one?
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how

Issues in Networks & Distributed Systemsg

naming:where is the data going? What does www.dcs.gla.ac.uk mean?

data formats and error correction

security:physical security? information security - encryption?
more issues: key exchange, authentication, non-repudiatid

design of distributed systems:

« which part is in control?

« all the problems of programming, plus: synchronisation, security,
reliability of networks, ...

* issues beyond correctness: performance, quality of service,
failure of components, failure of network, ...

« how can we understand all this complexity?
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Hosts, Nodes and Links

Hosts are the computers that are running applications, including
clients (e.g. your workstation running a web browser) and servers|
(e.g. a computer running a web server).

Nodes are computers at intermediate points in the networks, e.g.
routers (specialised computers which deal with sending data to th
correct destination).

Links are data connections between nodes, or between nodes an

Y
A
B
T N host
X link node
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Circuit Switching, Packet Switching
Two fundamentally different ways to organise communication.

Circuit switching

for example, the telephone system

Packet switching

for example, the Internet
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Circuit Switching

Circuit switchingthe same route is used for the whole of a
“conversation” between two points in the network.
e.g. telephone system.

A B

To establish a connection from A to B, a complete path must be
determined and each node on the path remembers its role in the
connection. Data can then be transferred at high speed.
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Circuit Switching: Assessment

Advantages:
« Can carry very high volume messages efficiently.
» Works for both analogue and digital messages

Disadvantages
« It takes resources to establish the circuit in the first plaoe removd
it at the end.
« Bandwidth (transmission capacity) is wasted if a transmissioesqm
in bursts.
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Packet Switching

Data is split intgpacketsand a route is found for each packet
separately; packets are reassembled at destination. Only used fg
digital data.

e.g. the Internet

each node can contribute
several routes; similar ide|
A to multi-tasking
B
X IiI\k \node host
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Client-Server Systems

Avery common design for distributed applications isdlfent-server
architecture.

The idea:

« theserveris able to providservicego clients.The server responds
requests from clients.

« aclientmakes use of these services to accomplish some task.

Examples

« a web browser acts as a client of web servers

« an email application acts as a client of an email server

« any application can act as a client of a printer server

« in a networked file system, individual computers are clients

The client is in control.
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Client-Server Systems

Usually the client and the server are at different places on the net|
Think of them as two different computers (actually, each is an

application running on a computer).
pp [¢] puter) serve

Many clients may use the same server
(this is the whole point!). etworl

A particular application may be a client | cIient| | client| | cIient‘
of several different types of server

(e.g. printing from a web browser), or a

client of several different servers of the same type

(e.g. browsing different web sites).
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ork.

Client-Server Systems

An application may be both a client and a server.
Example proxy web server

client proxy sen/eﬂ

proxy server responds

using local data if possible,
otherwise passes on the requests
to the server

client sends requests
to server, which are
intercepted by the
proxy server
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Protocols

In order to communicate effectively, there must be standard
conventions about:

« possible types of message

« the precise format and meaning of each message

« situations in which messages are sent

A protocolis a set of conventions for a particular area of networkifg.
Examples

« protocols used by distributed applications, e.g. HTTP, FTP, ...
« protocols used for detailed routing of packets between nodes

Lecture 16 CS1Q Computer Systems 161

Local Area Networks

In the 1960s and 1970s, multi-user computing was based on a cen
mainframeor minicomputemith a number oferminalsdirectly
connected to it by wires.

mainframq

terminal | ‘ terminal | ‘ terminal

The terminals had minimal computing power.
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Local Area Networks

Personal computers became widespread during the 1980s. An office
full of independent computers makes it difficult to share resourceq

(e.g. printers) and data, so networking was an obvious and necesgary

development (many ideas go back to the 1970s).

How best to organise the connections between computers?

One idea: point-to-point connections

some benefits, but a huge drawback
is the large number of connections
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Local Area Networks

Instead of point-to-point connections, LANs are based on cheaper
wiring) interconnection schemes, dmwadcastingEvery computer
receives every message, but discards all the messages which are
addressed to it. (The details are handled by the hardware: a netw
application is only aware of relevant messages.)

There is a variety of LAN technologies which use different network
structures otopologies (also, extensions and variations of these)

Yoo 11T

star ring bus
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Local Area Networks

Broadcasting means that all hosts are sharing the transmissiamm
Data is organised into packets, so that long messages do not hog
resource.

Networked computers must hamed so that messages can be sen
the correct destination. There are three naming systems (in the In|
as well as in LANSs): hardware addresses (48 bit numbers), IP add
(32 bit numbers), host names (e.g. www.dcs.gla.ac.uk).

LANs generally involve relatively small numbers of computers in g
local area (of course!) such as a single building.
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Local Area Networks

An obvious potential problem with broadcasting is: what happenq i

two or more computers broadcast at the same time? This must b
avoided.

Also, in configurations other than a bus topology (where all comp
are connected to a single wire), how does the broadcast happen

Let's have a brief look at two systems: Ethernet (a bus topology)
token rings.
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Ethernet

Ethernet is a widely used LAN
technology based on a bus topology.
Only one computer can transmit data at
a time (otherwise there would be
electrical conflicts).

11117

Each computer is able to deteollisionswhen transmitting. If a

collision occurs, each sender waits for a random time (up to 10mg
before trying again. If there is a second collision, the upper bound
the random delay is doubled (and so on, for subsequent collisiond

This is callecbinary exponential backofft is handled by the networH
interface hardware.
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Token Ring

Messages must be passed from computer to
computer until they reach their destination.

In order to transmit a new message, a computer

must wait for permission. Permission is obtained

by receiving a special message, tibken which circulates around
the ring.

After receiving the token, a computer is allowed to transmit one
packet, then it passes the token on. Any computer not holding th
token just passes messages on.

Handling the token, and passing on messages, is done by the ne

interface hardware; higher levels of software are just able to senq

receive messages.
Lecture 16
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Wide Area Networks Wide Area Networks

This really means large-scale networks, which generally also meafs AWAN consists of a number of LANs connected together by nodep
that a large geographical area is involved. which take care of long-distance routing. Messages from a LAN are
routed through the network to their destination LAN, and then brogdcast

Different technology is needed. Broadcasting is no longer feasible 50 that they can be picked up by the intended recipient.

« with a large number of hosts, so many messages are generated fhat
broadcasting them all to the whole network would swamp it
« even in a wide area network there is still a lot of local commuaicdt

« e.g. emails within the university are sent via the Internet bug ther T T T T T

which it would be pointless to broadcast
is no need for them to leave Glasgow

Scalability is important: the network structure must allow arbitrary

numbers of hosts to be added. T T T T T
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History of the Internet
The Internet originated in the ARPAnet project of the 1960s (USA).

This spread to become a more general academic, and later comnjercial,

network during the 1970s and 1980s. CSlQ Computer SyStemS
Various internet applications developed: email, FTP, telnet, usene},... LeCtU re 17

The World Wide Web was developed in about 1993, primarily by

Tim Berners-Lee at CERN. Its essence is a combination of a GUI
based omypertextthe browser) and a file transfer mechanism, usihg
HTML to define hypertexts and HTTP as a protocol.

The web has become almost synonymous with the internet; in redlity,
the web is just one distributed application which uses the internet|for
data transfer. Of course, it's become ktiiler app for the internet.
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The Layered Model of Networks

It is useful to think of networks in terms of a numbelagers or
levels of abstraction. When working at one layer, all we need to khow
about is théunctionalityprovided by the next layer down, not how
that functionality is implemented.

This is just another example of the use of abstraction as the essgntial
technique for understanding computer systems: for example, the
hierarchical view of computing from Slide 2.

ThelSO 7 layer moddk a standard view of networks; we will look
at theTCP/IP layering modellso known as the

Internet layering modelwhich is more specific and is used by

the Internet.
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5 application layer specific network applications use specific

4 transport layer how to send anessagéetweerany two points

3 internet layer how to send packetbetweerany two points in

2 network interface layethow to send packetalong asingle

1 physical layer how to sendinary dataalong asingle physical

The Internet Layering Model

types of message

in the networKtwo versions: TCP and UDP)
the networKalso known as the IP layer)

physical link A packet is a frame containing routing informatjon

link. Bits are organised into blocks callzdmes
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Naming

There are three different naming schemes in the Internet, used at
different layers.

hardware addresseslso known aMAC addressesach hardware
device connected to the Internet has a 48 bit address, common|y
written as 6 two-digit hex numbers, e.g. 00:d0:b7:8f:f2:0e

internet addresseslso known afP addresseseach hardware

device is given a 32 bit IP address when it is attached to the Intgrnet.

(Analogy: IP address is like a telephone number, MAC address |s
like the identity of a particular physical telephone.) IP addressed are
commonly written irdotted decimaform, e.g. 130.209.241.152

IP addresses are running out and will be replaced by a 128 bit Scheme]

known as IPv6.
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Naming

domain namesa more human-friendly naming scheme, e.g.
marion.dcs.gla.ac.uk, www.dcs.gla.ac.uk

Note that there is not a direct correspondence between the fields in a

domain name and the fields in an IP address.

Software in layer 5 uses domain names (so you can type a domain name

into a web browser). Software in layer 4 translates between domdin
names and IP addresses. Software in layer 3 translates between |P
addresses and hardware addresses.
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Uniform Resource Locator (URL)

A significant part of the development of the World Wide Web was the

introduction of the URL: a standard way of specifying a host (comj
a protocol to use for communication with the host, and the name ¢
resource belonging to the host.

Example DEtB://www.dcs.gla.ac.uk:80/|ndex.html
the protocol, ir@:’ase
HyperText Transmission

Protocol the resource nan

the host name
the port to use when
connecting to the host
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Example: Following a Web Link

Suppose we are using a web browser, and viewing a page which
link to www.dcs.gla.ac.uk/index.html

What happens if we click on this link? The browser must:

« send a request to the servewatw.dcs.gla.ac.uk asking for thg
file index.html

« receive the contents of this file from the server

« use the information in the file to display a web page

The server must receive the request and send the data.

There’s a huge amount of complexity under the surface, but we’ll
at the main points at each layer.
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View from Layer 5

GET /index.html HTTP/1.0

web browser 5— 5 web server at

HTTR/LO 200 OK www.dcs.gla.ac.uk

opens a connection -
contents of index.html

to www.dcs.gla.ac.uk

sends request

sends response an
data

closes connection closes connection]

displays web page
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View from Layer 5: Notes

The browser and server work with the idea obanectionwhich is
like the idea of circuit switching. The underlying network uses pag
switching, not circuit switching, so a connection at layer 5 is a
virtual circuit provided by software in layer 4.

The browser and server work withessageén this case, text) of
arbitrary length. Software in layer 4 breaks long messages into pg
if necessary.

Software at layer 5 can assume that communication is reliable, e
though the physical network may be unreliable. Layer 4 software
monitors success/failure of packet transmission, resending if nec

Software at layer 5 is unaware of the details of the network betwe
the client and the server.
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
TCP/IP software 4 4 TCP/IP software
Lecture 17 CS1Q Computer Systems 181

Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
{ function call

TCP/IP software 4 4 TCP/IP software

The server calls a functidisten(80)  to indicate that it is willing to
accept connections on port 80.
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
function call
TCP/IP software 4 4 TCP/IP software
The browser calls a functiannect(“www.dcs.gla.ac.uk”,80) to

open a connection to the server.
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Interaction between L5 and L4

web browser 5 5 web server at

www.dcs.gla.ac.uk

TCP/IP software 4

4 TCP/IP software

create connection

The browser calls a functiannect(“www.dcs.gla.ac.uk”,80) to
open a connection to the server.

L4 software translates www.dcs.gla.ac.uk into 130.209.240.1
(how? later) and sends a message to create the connection.
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
TCP/IP software 4 4 TCP/IP software

The functionsonnect andilisten  return objects which the browser
server can use to access the connection.

Messages can now be exchanged without specifying the destinat
address each time.
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pnd

View from Layer 4

ack packet 2

TCP/IP software 4
(on client machine)

4 TCP/IP software
(on server maching|

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary
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View from Layer 4

TCP/IP software 4 4
(on client machine)

TCP/IP software
(on server maching]

packets are received & acknowledg

packets are reassembled so that wl

L5 software callseceive a complete
message can be returned

if the L5 server software caltend then the reverse occurs
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View from Layer 4: Notes

Software at layer 4 is unaware of the details of the network betwefn
the endpoints of a connection: it just calls functions provided by Igyer 3

software to send packets to an IP address.

3

Converting unreliable packet communication into reliable messag
communication is complicated:

« packets might not arrive in the same order in which they are senf
« acknowledgement packets might be lost

« next packet can be sent before previous packet is acknowledge
« how long should we wait for an acknowledgement?

There is an alternative version of layer 4, called UDP, which &dba:
on individual messages rather than connections.
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View from Layer 3

Layer 3, the IP layer, is where the structure of the intermenkdeork
becomes visible. It is where routing takes place.
each router knows about its neighbours

3\/‘3/3

routers

2.
O

client—— 3 server

Routers do not have software from layers 4 or 5.
Packets are processed independently and are not acknowledged.

Basic operation of a router: receive a packet, labelled with itsdate
destination, and send it one step further towards that destination. T
local routing tablespecifies which direction that step should be in.
189

Lecture 17 CS1Q Computer Systems

he

View from Layer 3: Routing

I host
I router

In each router, the local routing table specifies the next hop destin
depending on the final destination of the packer.
190
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Ation,

Static and Dynamic Routing

Typically a host is part of just one local network, which is connect
the rest of the Internet by a single router. The local routing table i
host simply sends all packets to that router, and this never chang
Hosts usestatic routing

Routers in general are connected to more than one network and |
connections to several other routers. Each router has an initial log
routing table, set up when it is first switched on, but the table can
change. Routers uslynamic routing

Local routing tables can change, as a result of changes in the stry
of the network, or failures. Routers constantly check their own ph
links, and exchange routing information with neighbouring routers
A distributed algorithm adjusts the routing tables so that, together
specify the best overall routes for packets.
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Layer 2: IP to MAC Translation

Layer 2 functions are called from layer 3 in order to send a packet
next hop destination. Layer 2 must translate the IP address of the
hop into the corresponding MAC (hardware) address.

Translation from IP addresses to MAC addresses is called

address resolutiarit only takes place for addresses on the same lo

network, and the details depend on the type of local network: eithg

« table lookup, or

« calculation, if the local network allows IP addresses and MAC
addresses to be chosen in a related way, or

« by broadcasting a request to the local network, asking which ma
has a certain IP address.
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View from Layer 1

Layer 1 consists of the network interface hardware (e.g. an Ether
card plugged into a PC) and the low-level driver software.

In response to a call from layer 2, to send a packet to another mg
on the local network, the layer 1 hardware generates the correct
electrical signals and deals with collision detection.

In other forms of network (e.g. radio, optical, etc) the correct phyg
signals of whatever type are handled.
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Overall Progress of a Message

Messages are often described as moving down the layers of the n
model, then across the network at layer 1, then back up the layers]
receiving application. What does this mean?

|
|
|
|

Layer 5
Layer 4
Layer 3
Layer 2
Layer 1

Layer 5
Layer 4
Layer 3
Layer 2
Layer 1

—_—— — —

Downwards movements are callsstad functions in lower layers.
Upwards movements are responsesdeive functions in higher layer
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Overall Progress of a Message

As we have seen, each layer has its own view of how data moveg
the network.

using a connection to a domain name:

sending a message
ayer
Layer 4 Layer 4
sending a packet to the next hop: IP

| Layer (ﬂ _— | Layera —-| Layer 3’—-| Layer ﬂ
sending a packet to the next hop: MAC

| Layer d —_— | Layera ——| Layer 2{—-| Layer Z‘I

sending bits on a local network
Layer 1] — |Layer 1 Layer Layer

Lecture 17

using a connection to an IP address:
sending packets
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More about HTTP

The basic interaction in HTTP, after a connection has been openg
arequest like GET /index.html HTTP/1.0 from the client,
followed by a response like PUT HTTP/1.0 200 Q#ta

from the server. The connection is then closed.

Other responses are possible, some of which are frequently seen
browsing: e.g. 404 FILE NOT FOUND.

A new connection is opened for every request, even if there is a g
of requests to the same server. Not all protocols work in this way:

d, is

while

Eries
e

FTP (file transfer protocol) keeps a control connection open, allowing

several requests to be sent in sequence; for each request, a data
connection is opened to transfer a file.
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More about Routing

The internet is designed to bealableandfault-tolerant

Fault-tolerance requires dynamic routing, so that broken connectigns or
routers can be avoided. Scalability means that it is essential fesro|

to be chosefocally, using adistributed algorithm CS]_Q Computer Systems

A global routing table for the whole internet would be huge. If copig¢d
to every router, it would overload them; if stored centrally, the n&twor LeCtU re 18
would be flooded with requests for routing information.

-

Next-hop routing using the local routing tables is an effective solutjon.
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The Layered Model of Networks The Internet Layering Model

It is useful to think of networks in terms of a numbelagers or
levels of abstraction. When working at one layer, all we need to khow
about is théunctionalityprovided by the next layer down, not how
that functionality is implemented. 4

5 application layer specific network applications use specific
types of message

transport layer how to send anessagéetweerany two points

This is just another example of the use of abstraction as the essdntial in the networKtwo versions: TCP and UDP)

technique for understanding computer systems: for example, the 3 internet layer how to send acketbetweerany two points in
hierarchical view of computing from Slide 2. the networKalso known as the IP layer)

ThelSO 7 layer moddk a standard view of networks; we will look 2 network interface layethow to send packetalong asingle

at theTCP/IP layering modehiso known as the physical link.A packet is a frame containing routing informatjon
Internet layering modelwhich is more specific and is used by

the Internet. 1 physical layer how to sendinary dataalong asingle physical

link. Bits are organised into blocks callzdmes
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Naming

There are three different naming schemes in the Internet, used at
different layers.

hardware addresseslso known aMAC addressesach hardware

device connected to the Internet has a 48 bit address, common|y

written as 6 two-digit hex numbers, e.g. 00:d0:b7:8f:f2:0e

internet addresseslso known aP addresseseach hardware
device is given a 32 bit IP address when it is attached to the Int

(Analogy: IP address is like a telephone number, MAC address |s

like the identity of a particular physical telephone.) IP addresses
commonly written irdotted decimaform, e.g. 130.209.241.152

IP addresses are running out and will be replaced by a 128 bit Scheme]

known as IPv6.
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Naming

domain namesa more human-friendly naming scheme, e.g.
marion.dcs.gla.ac.uk, www.dcs.gla.ac.uk

Note that there is not a direct correspondence between the fields in a

domain name and the fields in an IP address.

Software in layer 5 uses domain names (so you can type a domain nhame

into a web browser). Software in layer 4 translates between domdin
names and IP addresses. Software in layer 3 translates between |P
addresses and hardware addresses.
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Uniform Resource Locator (URL)

A significant part of the development of the World Wide Web was the

introduction of the URL: a standard way of specifying a host (comj
a protocol to use for communication with the host, and the name ¢
resource belonging to the host.

Example DEtB://www.dcs.gla.ac.uk:80/|ndex.htm|
the protocol, ir@:’ase
HyperText Transmission

Protocol the resource nan

the host name
the port to use when
connecting to the host
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Example: Following a Web Link

Suppose we are using a web browser, and viewing a page which jhas a

link to www.dcs.gla.ac.uk/index.html

What happens if we click on this link? The browser must:

« send a request to the servewatw.dcs.gla.ac.uk asking for thg
file index.html

« receive the contents of this file from the server

« use the information in the file to display a web page

The server must receive the request and send the data.

There’s a huge amount of complexity under the surface, but we’ll
at the main points at each layer.
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View from Layer 5

web browser 5 5

Lecture 18 CS1Q Computer Systems

web server at
www.dcs.gla.ac.uk

205

View from Layer 5

web browser 5 5

opens a connection
to www.dcs.gla.ac.uk
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web server at
www.dcs.gla.ac.uk

206

View from Layer 5

web browser 5— 5 web server at

opens a connection
to www.dcs.gla.ac.uk
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www.dcs.gla.ac.uk
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View from Layer 5
GET /index.html HTTP/1.0

web browser 5— M 5 web server at

opens a connection
to www.dcs.gla.ac.uk

sends request
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www.dcs.gla.ac.uk
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View from Layer 5
GET /index.html HTTP/1.0

web browser 5— 5 web server at

HTTR/LO 200 OK www.dcs.gla.ac.uk

opens a connection -
contents of index.html

to www.dcs.gla.ac.uk

sends request

sends response an
data
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View from Layer 5

GET /index.html HTTP/1.0
web browser 55— 5

HTTP/1.0 200 OK

opens a connection -
contents of index.html

to www.dcs.gla.ac.uk

sends request

closes connection

displays web page
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web server at
www.dcs.gla.ac.uk

sends response angl
data

closes connection]
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View from Layer 5: Notes

The browser and server work with the idea obanectionwhich is
like the idea of circuit switching. The underlying network uses pag
switching, not circuit switching, so a connection at layer 5 is a
virtual circuit provided by software in layer 4.

The browser and server work withessageén this case, text) of
arbitrary length. Software in layer 4 breaks long messages into pg
if necessary.

Software at layer 5 can assume that communication is reliable, e
though the physical network may be unreliable. Layer 4 software
monitors success/failure of packet transmission, resending if nec

Software at layer 5 is unaware of the details of the network betwe
the client and the server.
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Interaction between L5 and L4

web browser 5 5

TCP/IP software 4 4
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web server at
www.dcs.gla.ac.uk

TCP/IP software
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
{ function call

TCP/IP software 4 4 TCP/IP software

The server calls a functidiaten(80)
accept connections on port 80.

to indicate that it is willing to
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
function call
TCP/IP software 4 4 TCP/IP software
The browser calls a functiannect(“www.dcs.gla.ac.uk”,80) to

open a connection to the server.
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Interaction between L5 and L4

web browser 5 5 web server at

www.dcs.gla.ac.uk

TCP/IP software 4

4 TCP/IP software

create connection
The browser calls a functiannect(“www.dcs.gla.ac.uk”,80) to
open a connection to the server.

L4 software translates www.dcs.gla.ac.uk into 130.209.240.1
(how? later) and sends a message to create the connection.
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Interaction between L5 and L4

web browser 5 5 web server at
www.dcs.gla.ac.uk
TCP/IP software 4 4 TCP/IP software

The functionsonnect andlisten  return objects which the browser
server can use to access the connection.

Messages can now be exchanged without specifying the destinat
address each time.

Lecture 18 CS1Q Computer Systems 216

pnd

54



View from Layer 4

TCP/IP software 4 4
(on client machine)

TCP/IP software
(on server maching]

L5 software calls
send(message)
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View from Layer 4

TCP/IP software 4 4
(on client machine)

TCP/IP software
(on server maching|

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary
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View from Layer 4

packet 1

TCP/IP software 4
(on client machine)

4 TCP/IP software
(on server maching]

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary

Lecture 18 CS1Q Computer Systems 219

View from Layer 4

ack packet 1

TCP/IP software 4
(on client machine)

4 TCP/IP software
(on server maching]

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary
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View from Layer 4

packet 2
TCP/IP software 4

(on client machine)

4 TCP/IP software
(on server maching]

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary

Lecture 18 CS1Q Computer Systems 221

View from Layer 4

(no ack packet 2)
TCP/IP software 4

(on client machine)

TCP/IP software
(on server maching|

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary
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View from Layer 4

resend packet 2

TCP/IP software 4
(on client machine)

4 TCP/IP software
(on server maching]

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary

Lecture 18 CS1Q Computer Systems 223

View from Layer 4

ack packet 2

TCP/IP software 4
(on client machine)

4 TCP/IP software
(on server maching]

L5 software calls
send(message)

message is split into packets
packets are sent to destination IP address (by calling L3 functions
wait for acknowledgement and resend if necessary
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View from Layer 4

TCP/IP software
(on server maching]

TCP/IP software 4 4
(on client machine)

packets are received & acknowledggd

packets are reassembled so that wl
L5 software callseceive a complete
message can be returned

if the L5 server software caltend then the reverse occurs
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View from Layer 4: Notes

Software at layer 4 is unaware of the details of the network betwefn

the endpoints of a connection: it just calls functions provided by Igyer 3

software to send packets to an IP address.

3

Converting unreliable packet communication into reliable messag
communication is complicated:

« packets might not arrive in the same order in which they are senf
« acknowledgement packets might be lost

« next packet can be sent before previous packet is acknowledge
« how long should we wait for an acknowledgement?

There is an alternative version of layer 4, called UDP, which &dba:
on individual messages rather than connections.
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View from Layer 3

Layer 3, the IP layer, is where the structure of the intermenkdeork
becomes visible. It is where routing takes place.
each router knows about its neighbours

3\ /3/ 3 3 server

routers

client—— 3

Routers do not have software from layers 4 or 5.
Packets are processed independently and are not acknowledged.

Basic operation of a router: receive a packet, labelled with itsdate

destination, and send it one step further towards that destination. Tlhe

local routing tablespecifies which direction that step should be in.
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View from Layer 3: Routing
I host
I router
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View from Layer 3: Routing

all: 1 W host

®

W router

A call from layer 4 in B produces a packet to be sent to D.
The local routing table (layer 3) in B specifies tiext hopon the way
to D. Afunction from layer 2 is called to send the packet.

Lecture 18

CS1Q Computer Systems 229

View from Layer 3: Routing

I host
I router

In each router, the local routing table specifies the next hop destin
depending on the final destination of the packet.
Lecture 18
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Ation,

View from Layer 3: Routing

I host
I router

In each router, the local routing table specifies the next hop destin
depending on the final destination of the packet.
Lecture 18

CS1Q Computer Systems 231

Ation,

View from Layer 3: Routing

I host
I router

In each router, the local routing table specifies the next hop destin
depending on the final destination of the packet.
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View from Layer 3: Routing

I host
I router
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Static and Dynamic Routing

Typically a host is part of just one local network, which is connect
the rest of the Internet by a single router. The local routing table i
host simply sends all packets to that router, and this never chang
Hosts usestatic routing

Routers in general are connected to more than one network and |
connections to several other routers. Each router has an initial log
routing table, set up when it is first switched on, but the table can
change. Routers uslynamic routing

Local routing tables can change, as a result of changes in the stry
of the network, or failures. Routers constantly check their own ph
links, and exchange routing information with neighbouring routers
A distributed algorithm adjusts the routing tables so that, together
specify the best overall routes for packets.
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Layer 2: IP to MAC Translation

Layer 2 functions are called from layer 3 in order to send a packet
next hop destination. Layer 2 must translate the IP address of the
hop into the corresponding MAC (hardware) address.

Translation from IP addresses to MAC addresses is called

address resolutiarit only takes place for addresses on the same lo

network, and the details depend on the type of local network: eithg

« table lookup, or

« calculation, if the local network allows IP addresses and MAC
addresses to be chosen in a related way, or

« by broadcasting a request to the local network, asking which ma
has a certain IP address.
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View from Layer 1

Layer 1 consists of the network interface hardware (e.g. an Ether
card plugged into a PC) and the low-level driver software.

In response to a call from layer 2, to send a packet to another mg
on the local network, the layer 1 hardware generates the correct
electrical signals and deals with collision detection.

In other forms of network (e.g. radio, optical, etc) the correct phy{
signals of whatever type are handled.
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Overall Progress of a Message

Messages are often described as moving down the layers of the network|
model, then across the network at layer 1, then back up the layers]

receiving application. What does this mean?

Layer 5 l I Layer 5
Layer 4 T Layer 4
Layer 3 1 T Layer 3
Layer 2 1 I Layer 2
Layer 1 Layer 1

Downwards movements are callsstad functions in lower layers.
Upwards movements are responsegdeive
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functions in higher layerg.

to the

Overall Progress of a Message

As we have seen, each layer has its own view of how data moveg
the network.

using a connection to a domain name:

sending a message
using a connection to an IP address:
sending packets
sending a packet to the next hop: IP
| Layer (ﬂ _— | Layera —-| Layer 3’—-| Layer ﬂ
sending a packet to the next hop: MAC
| Layer d —_— | Layera ——| Layer 2{—-| Layer Z‘I

sending bits on a local network

Layer 1] — |Layer 1 W

Lecture 18

CS1Q Computer Systems 238

More about HTTP

The basic interaction in HTTP, after a connection has been openg
arequest like GET /index.html HTTP/1.0 from the client,
followed by a response like PUT HTTP/1.0 200 Q#ta

from the server. The connection is then closed.

Other responses are possible, some of which are frequently seen
browsing: e.g. 404 FILE NOT FOUND.

A new connection is opened for every request, even if there is a g
of requests to the same server. Not all protocols work in this way:

FTP (file transfer protocol) keeps a control connection open, allowing

several requests to be sent in sequence; for each request, a data
connection is opened to transfer a file.
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More about Routing

The internet is designed to bealableandfault-tolerant

Fault-tolerance requires dynamic routing, so that broken connectidg
routers can be avoided. Scalability means that it is essential fesro|
to be choselocally, using adistributed algorithm

=3

A global routing table for the whole internet would be huge. If copig¢d
to every router, it would overload them; if stored centrally, the n&twor
would be flooded with requests for routing information.

Next-hop routing using the local routing tables is an effective solutjon.
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Domain Names

Domain names such as www.dcs.gla.ac.uk have a hierarchical strlicture

similar to the directory structure in a disk filing system.

@.

www.dcs.gla.ac.uk

least most
significant

(file system: /uk/ac/gla/dcsiwww @ @i
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Domain Names / IP Numbers

IP numbers also have a hierarchical structure but it does not direcfly
correspond to the structure of domain names.
significant
130.209.2404— least
-

www.dcs.gla.ac.uk:

[1oTo[ofoTo[1]o] [1[1]oT1[of0T0[1] [1]1[1[1]0[0fOTO] [OTOTO[0T0l0[01]

.gla.ac.uk divided into two fields to specify a

e.g. the Level 1 lab is a subnet
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Name Resolution

is calledname resolutiona domain name i®solvedo an IP address.

the domain name and the IP address.

Properties of this database:

database might require 64 gigabytes.
« constantly growing
It's not practical to have a copy of this database on every host:

« too big
« how would updates be managed?
243
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Translation between domain names and IP addresses is necessary. This

Essentially we need a database: think of a single table with two figlds,

« very large: there are up to 4 billion IP addresses, so perhaps a cgmpletq

Name Resolution

It's not practical to have a central copy of the database: it would
generate too much network traffic to and from the computer which|

stored it.

What is the solution? There iglsstributeddatabase called the
domain name systef@NS), organised around a hierarchy of domai
name servers.

To find out the IP address of a domain name, send a request to a
domain name server. The server will either find the IP address iala
database, or find it by asking another server.
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subnetand ahost(dcs has several subngts)
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DNS Example

A particular computer within the department, hawaii.dcs.gla.ac.uk
is the domain name server (strictly speaking, it runs a piece of s&
which is the domain name server) for the department’s networks.

hawaii knows the IP numbers of all domain names within dcs.gla.3
It is anauthorityfor those domain names: if hawaii does not know

If hawaii is asked to resolve a domain name outside dcs, then it ¢
on the request to another server, for example dns0.gla.ac.uk (or,
give the requester a list of other servers to try; there are two modg

about a domain name, say foo.dcs.gla.ac.uk, then it does not exT .
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DNS Example

Arequest for resolution of a name in a distant part of the domain
tree will ultimately be passed ta@ot server which is an authority fo
the top-level domains (e.g. .com, .uk etc).

The root server does not contain all possible domain names, but i
knows about servers which are authorities for parts of the domain
hierarchy. For example, it can pass on a request for www.ibm.co
to a server which is an authority for .co.uk ; eventually the reques
will reach a domain name server within IBM.
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DNS Example
(com

&
@ @

(ariop  Chawal)

An application on marion wants to resolve fred.xyz.com
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DNS Example
(com

&
@ @

(marion ——Chawal)

hawaii is the local name server
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DNS Example
(com

&
@ @

(ariop  Chawal)

hawaii is not an authority for .xyz.com, so it asks the root server
for .com
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DNS Example

(pariop  Chawal)

the root server is not an authority for .xyz.com, but it knows who {s:

dns.xyz.com
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DNS Example

)
@@

hawaii sends a request to dns.xyz.com
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DNS Example
(com

&
@ @

(marion)  Chawai)

dns.xyz.com responds with an IP address
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DNS Example
(com

&
@ @

which hawaii returns to marion
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DNS Example

This illustrates the two styles of name resolution:

iterative query resolutiodescribes the way a name server uses DN
the result of a query is either an IP address or the name of anothd
server.

recursive query resolutiodescribes the way an application on a ho;
uses DNS: the result of a query is an IP address, obtained by que
various servers until the appropriate authority is found.
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rying

DNS Optimisations

The domain name system as described would be very inefficient,

because there would be too much traffic at the root servers: too many
requests (every time someone mentions the name of a computer ip a

different part of the DNS tree) would be passed to the root serverg

Two mechanisms are used to solve this probteplicationand
caching(most important).

—

Replication there are several copies of each root server, in differe

parts of the world; a local DNS server will use a root server which |s

geographically nearby.
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Caching

Caching is an important technigue in many areas of computing.
A cache(from the Frencltacher to hide) is a local copy of

recently-used or frequently-used data, which can be accessed mqre

easily than the original source of that data.

In DNS caching, each server maintains a local table of names an
resolutions, including names for which the server may not be an

authority. Requests are answered from the cache if possible; if not
cache is extended when the unknown name has been resolved.

Caching works well because name resolution exhiéitgoral locality
of referencewithin a period of time, a user is likely to look up the
same name repeatedly.
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CS1Q Computer Systems
Lecture 19

Domain Names

Domain names such as www.dcs.gla.ac.uk have a hierarchical str|
similar to the directory structure in a disk filing system.

@.

www.dcs.gla.ac.uk

least most
significant

(file system: /uk/ac/gla/dcsiwww @ @i
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Domain Names / IP Numbers

IP numbers also have a hierarchical structure but it does not direc]
correspond to the structure of domain names.

significant

www.dcs.gla.ac.uk: 130_2A(&_240_<1— least

[1ofo[ofoTo[1]o] [1[1[oT1[ofoT0[1] [1]1[1[1]0[0fOT0] [OT0TO[0T0l0[01]

divided into two fields to specify a
subnetand ahost(dcs has several subng

.gla.ac.uk
e.g. the Level 1 lab is a subnet
259
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Name Resolution

Translation between domain names and IP addresses is necessar
is calledname resolutiona domain name i®solvedo an IP address.

Essentially we need a database: think of a single table with two fig
the domain name and the IP address.

Properties of this database:

« very large: there are up to 4 billion IP addresses, so perhaps a ¢
database might require 64 gigabytes.

« constantly growing

It's not practical to have a copy of this database on every host:
« too big

« how would updates be managed?

260
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Name Resolution
It's not practical to have a central copy of the database: it would
generate too much network traffic to and from the computer which|
stored it.
What is the solution? There islastributeddatabase called the
domain name systef@NS), organised around a hierarchy of domai
name servers.

To find out the IP address of a domain name, send a request to a

domain name server. The server will either find the IP address iala Joc

database, or find it by asking another server.
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DNS Example

A particular computer within the department, hawaii.dcs.gla.ac.uk
is the domain name server (strictly speaking, it runs a piece of seftwa
which is the domain name server) for the department’s networks.

hawaii knows the IP numbers of all domain names within dcs.gla.gc.uk
It is anauthorityfor those domain names: if hawaii does not know
about a domain name, say foo.dcs.gla.ac.uk, then it does not exi

If hawaii is asked to resolve a domain name outside dcs, then it c{n pass

on the request to another server, for example dns0.gla.ac.uk (or,|it can
give the requester a list of other servers to try; there are two modgs)

—
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DNS Example

Arequest for resolution of a name in a distant part of the domain
tree will ultimately be passed ta@ot server which is an authority fo!
the top-level domains (e.g. .com, .uk etc).

The root server does not contain all possible domain names, but i
knows about servers which are authorities for parts of the domain
hierarchy. For example, it can pass on a request for www.ibm.co
to a server which is an authority for .co.uk ; eventually the reques
will reach a domain name server within IBM.
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lame

name
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DNS Example
(com

&
@ @

(marion ——Chawal)

An application on marion wants to resolve fred.xyz.com

hawaii is the local name server
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DNS Example
(com

&
@ @

(ariop  Chawal)

hawaii is not an authority for .xyz.com, so it asks the root server
for .com
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DNS Example

(pariop  Chawal)

the root server is not an authority for .xyz.com, but it knows who {s:

dns.xyz.com
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DNS Example

)
@@

hawaii sends a request to dns.xyz.com
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DNS Example
(com

&
@ @

(marion)  Chawai)

dns.xyz.com responds with an IP address
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DNS Example
(com

&
@ @

which hawaii returns to marion
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DNS Example

This illustrates the two styles of name resolution:

iterative query resolutiodescribes the way a name server uses DN
the result of a query is either an IP address or the name of anothd
server.

recursive query resolutiodescribes the way an application on a ho;
uses DNS: the result of a query is an IP address, obtained by que
various servers until the appropriate authority is found.
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DNS Optimisations

The domain name system as described would be very inefficient,

because there would be too much traffic at the root servers: too many
requests (every time someone mentions the name of a computer ip a

different part of the DNS tree) would be passed to the root serverg

Two mechanisms are used to solve this probteplicationand
caching(most important).

—

Replication there are several copies of each root server, in differe

parts of the world; a local DNS server will use a root server which |s

geographically nearby.

Lecture 19 CS1Q Computer Systems 271

Caching

Caching is an important technigue in many areas of computing.
A cache(from the Frencltacher to hide) is a local copy of

recently-used or frequently-used data, which can be accessed mqre

easily than the original source of that data.

In DNS caching, each server maintains a local table of names an
resolutions, including names for which the server may not be an

authority. Requests are answered from the cache if possible; if not
cache is extended when the unknown name has been resolved.

Caching works well because name resolution exhiéitgoral locality
of referencewithin a period of time, a user is likely to look up the
same name repeatedly.
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Electronic Mall

Originally used for communication within an office or organisation,
first between users of a single computer system, then over a LAN,
then over the Internet.

Email is now a very widely used Internet application. We'll look at
some details of

« the format and content of email messages

« the operation of email clients and servers

« protocols and data formats
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Email: Basic Concepts

A mailboxis an area of storage ( a particular file or directory on dis
which contains messages sent to a particular email user.

An email addresss a combination of enailboxand adomain name

Example
simon@dcs.gla.ac.uk

the name oénailbox

(often, but not necessarily,
the same as a login name)

the domain name of a computer
which is able to receive email
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Email Addresses

Because it is convenient for all email addresses within an organis:
to have a uniform format, it is usual for one particular computer to
designated as thmail gateway

For example, my email address is simon@dcs.gla.ac.uk
rather than simon@marion.dcs.gla.ac.uk

Our mail gateway is a computer called iona.dcs.gla.ac.uk, also kn
as mailhost.dcs.gla.ac.uk or just dcs.gla.ac.uk. All of these dom3
names resolve to the same IP address (130.209.240.35).

Email addressed to simon@dcs.gla.ac.uk is received by iona an

placed in my mailbox, which is a directory called
lusers/fda/simon/Mail/inbox

(In fact, simon@marion.dcs.gla.ac.uk also works.)
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Format of an Email Message

An email message consistsABClI text(see next slide). There are a
number ofheader lineof the form keyword: information, then a
blank line, then thbodyof the message.

The header linesTo: From: Date: Subjecare always included.

Others are optional and many of them may be suppressed by emgi

reading software.

Email software is free to add header lines which may or may not bj
meaningful to the software at the receiving end (e.g. some email
software is able to request an acknowledgement message when 3
message is read, but not all receiving software understands this).
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Return-Path: w@difc.ul pt
Return-path: <w@di.fc.ul.pt>

Envelope-to: simon@dcs.gla.ac.uk

Delivery-date: Wed, 24 Apr 2002 09:48:42 +0100

e L information
;'éf;?nlffé)ggsu.gffc.uk; Wed, 24 Apr 2002 09:48:42 +0100 abOUt the mai

Recetved "‘Tﬂ‘.‘fﬁ‘”c"‘éf by EI:':O(S oY) g‘) L Esmrp R TS system of the
for <simon@dcs gla.ac.uk>; Wed, 24 Apr 2002 09:48:4 0 +0100 sender

Received: (from w@localhost)
by difc.ul.pt (8.11.6/8.11.6) id g3080IM17793;
Wed, 24 Apr 2002 09:50:19 +0100

Date: Wed, 24 Apr 2002 09:50:17 +0100

From: Vasco Thudichum Vasconcelos <w@di.fc.ul.pt>

To: simon gay <simon@dcs.gla.ac.uk>

Subject: Re: Titles and Abstracts

Message-ld: <20020424095017.49de0cdc.w@di fe.ul. pt >

In-Reply-To: <200204230908.KAAL1301@marion.dcs.gla. ac.uk.des.gla.ac.uk>

References: <20020320102141.273e7e41.w@di fc.ul.pt >
<200204230908.KAA11301@marion.dcs.gla.ac.uk.ds.gla

Organization: DI/FCUL

X-Mailer: Sylpheed version 0.7.0 (GTK+ 1.2.10; i586

Mime-Version: 1.0

} useful to the human reader

.ac.uk>
-pe-linux-gnu)

Content-Type: text/plain; charset=US-ASCII
Content-Transfer-Encoding: 7bit

thanks.

Emails are Text

The body of an email iext specifically, characters from the ASCII
(American Standard Code for Information Interchange) character fet,
which uses a 7 bit format to represent 128 characters including
upper and lower case letters, digits, punctuation symbols, and 33
control characters such aswline

If non-text data (e.g. images, or binary data files produced by
applications) are to be sent by email, they mustfo®dedising only
printable ASCII characters.

(As emalil is a lowest common denominator of Internet access, it's
convenient to be able to transmit data of all types by email, déispife
existence of special-purpose applications/protocols such as FTP.

} the body of the message (in this case, dwarfed by the heafder!)
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Encoding Non-Text Data Base 64 Encoding
One way of encoding arbitrary binary data into printable ASCIl wold | 777577 gT0[170]  [o[TlolTlololoT] [TIA[A[Telilola] 3 bytes = 24 bits
be to encode binary 0 as the character ‘0’ (ASCII code 48) and binjary —_— —

1 as the character ‘1’ (ASCII code 49). This would have the unfort
effect of multiplying the size of the data by 8, because each ASCII
character is represented by one byte (8 bits) in a data packet.

A better way would be to think of a byte as a two digit hex number
use the characters ‘0'... ‘9’and ‘A... ‘F’to encode it. This would
multiply the size of the data by 2, which is still not very good.

Based on the same idea, but using a greater proportion of the prin|
ASCII range, we gdbase 64 encodinghich is commonly used with
email.
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nate

and

table

[2olo[1]olo] [i[ofolilol1] [ofololilil] [i[i[o[ilo[o] 4 blocks of 6 bitg

36 37 7 52 numbers 0...63
=“digits” in base 64
D E ’ T add 32 to get the

ASCII code of a
printable character

Each character is represented by 1 byte, so the data expansion ig
8/6 = 33% larger (actually it’s slightly worse because extra infoomat
is introduced in relation to line breaks).
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MIME and Attachments

Modern email applications providgtachmentsa convenient way of
combining text and non-text data (generally, several pieces of data
perhaps of various types and encoded in different ways) in a sing|
message. This system is called MIME (Multipurpose Internet Mail
Extensions).

The email application which creates the message uses the MIME

>

ormat

Mime-Version: 1.0
Content- oundary:
Date: Mon, 29 Apr 2002 16:33:39 +0100
To: simon@dcs. gla.ac.uk

From: Tania Sprott <tania@dcs.gla.ac.uk>
Subject: CS1Q Questionnaire

==

-1
Content-Type: textiplain; charset="us-ascil
Hi Simon

Atiached list of CS1Q tutors for PowerPoint as disc
shortly with the questionnaires.

ussed. Il be along

Tania

1. -
Content-Type: multipart/appledouble; boundary="====

==_-1102028076==.

L. |
Content-Transfer-Encading: base64
Content-Type: application/applefile; name="%CS1Q-Gr
Content-Disposition: attachment; lename="%CS1Q-Gr

oups.doc”
oups.doc”

to specify what data is present and how it is encoded. The receivirjg AAUWBIAC QaACAR
email application has the opportunity to decode it (although there s N0 [ A assaassssossosson
guarantee that it will know how to do so). cm.c,zs:jgmiggmngam_nmz-‘cm, Groups.doc
The next slide shows an example of the text form of a MIME-encofled [ ereerotar samere sesrescscco tpsdoc
message. Most email applications will hide the non-text data, and Just GADAPTICQ DARAANGAA
present a button (for example) allowing the attached data to be ex}racted| i i
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Sending Emaill SMTP
Suppose | send an email to my colleague Vasco, w@di.fc.ul.pt The email application and tkendmail program live in layer 5 of the
h | ) network hierarchy. Opening a connection to the destination mail
There are several stages: .| .. | gateway uses the same mechanism as opening a connection to a
* using my email application, | compose a message and press “sgnd server: TCP functions (layer 4) are called, which must resolve the
* my email aE)pllca_tlon becomes a client of the mail server on the | domain name of the destination and send messages to establish t
department's mail gateway machine, iona.dcs.gla.ac.uk, and specifies | ¢onnection. The difference at this stage is that port 25 is used, ins
the destination address and the content of the message (*) of port 80
«iona (actually, theendmail program running on iona) becomes a '
client of the mail gateway in Vasco’s department, mail.di.fc.ul.pt SMTP specifies a completely different (and more complex) excha
(194.117.21.40) and specifies the mailbox (vv) and the content () of messages than HTTP.

« the message is delivered to Vasco's mailbox directory
Steps (*) use SMTP, the Simple Mail Transfer Protocol.
Lecture 19
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For example, the first SMTP message is sent by the server, ntiettig¢

(but remember that the first TCP message comes from the atlent g
to open the connection).
Lecture 19
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Example SMTP Session

220-Welcome to the dcs.gla.ac.uk mail relay.
220-

220 iona.dcs.gla.ac.uk ESMTP Exim 3.13 Mon, 29 Apr 2002 18:10:42 +0100
>>> EHLO marion.dcs.gla.ac.uk.dcs.gla.ac.uk
250-iona.dcs.gla.ac.uk Hello root at marion.dcs.gla
250-SIZE 26214400

250-PIPELINING

.ac.uk [130.209.241.152]

250 HELP
>>> MAIL From:<simon@dcs.gla.ac.uk> SIZE=37
250 gla.ac.uk> is syntactically correct

>>> RCPT To:<simon@dcs.gla.ac.uk>
250 <simon@dcs.gla.ac.uk> verified
>>> DATA
354 Enter message, endint
>>>

>>> Hi there!
>>>

>>>

250 OK id=172Efi-0005Dz-00
simon... Sent (OK id=172Efi-0005Dz-!
Closing connection to dcs.gla.ac.uk.
>>> QUIT
221 iona.dcs.gla.ac.uk closing connection

“" on aline by its

from client

Lecture 19 CS1Q Computer Systems
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Receiving Email

If a user directly logs in to the computer whose disk holds the mailpox,

then the email application simply looks at the mailbox.

(Similarly in the department, although the mailbox may live on a
different computer on the local network.)

Alternatively, another protocol called POP (Post Office Protatluijvs
a mailbox to be inspected remotely; this is typically used in situatiq
where a user dials up (using a modem) to an email service providg
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CS1Q Computer Systems
Lecture 20

Electronic Mall

Originally used for communication within an office or organisation,
first between users of a single computer system, then over a LAN,
then over the Internet.

Email is now a very widely used Internet application. We'll look at
some details of

« the format and content of email messages

« the operation of email clients and servers

« protocols and data formats

Lecture 20 CS1Q Computer Systems 288

=

72



Email: Basic Concepts

A mailboxis an area of storage ( a particular file or directory on dis
which contains messages sent to a particular email user.

An email addresss a combination of enailboxand adomain name

Example
simon@dcs.gla.ac.uk

the name oénailbox

(often, but not necessarily,
the same as a login name)

the domain name of a computer
which is able to receive email
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X
<

Email Addresses

Because it is convenient for all email addresses within an organis:
to have a uniform format, it is usual for one particular computer to
designated as thmail gateway

For example, my email address is simon@dcs.gla.ac.uk
rather than simon@marion.dcs.gla.ac.uk

Our mail gateway is a computer called iona.dcs.gla.ac.uk, also kn
as mailhost.dcs.gla.ac.uk or just dcs.gla.ac.uk. All of these dom3
names resolve to the same IP address (130.209.240.35).

Email addressed to simon@dcs.gla.ac.uk is received by iona an
placed in my mailbox, which is a directory called
lusers/fda/simon/Mail/inbox

(In fact, simon@marion.dcs.gla.ac.uk also works.)
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Format of an Email Message

An email message consistsABClI text(see next slide). There are a
number ofheader lineof the form keyword: information, then a
blank line, then thbodyof the message.

The header linesTo: From: Date: Subjecare always included.

Others are optional and many of them may be suppressed by emgi

reading software.

Email software is free to add header lines which may or may not bj
meaningful to the software at the receiving end (e.g. some email

software is able to request an acknowledgement message when 3
message is read, but not all receiving software understands this).
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Return-Path: w@difc.ul pt
Return-path: <w@di.fc.ul.pt>
Envelope-to: simon@dcs.gla.ac.uk
Delivery-date: Wed, 24 Apr 2002 09:48:42 +0100
Received: from mail.di.fc.ul.pt ([194.117.21.40] he

by iona.dcs.gla.ac.uk with esmtp (Exim 3.13 #1)

id 1701SA-00001y-00

for simon@dcs.gla.ac.uk; Wed, 24 Apr 2002 09:48:42
Received: from difc.ulpt (dialup06.difc.ul pt [1

by titanic.di fc.ul.pt (8.9.3/8.9.3) with ESMTP id

lo=titanic.di.fc.ul.pt)

information
about the mai
system of the
sender

+0100
94.117.22.76))
JAAL7140
for <simon@dcs.gla.ac.uk>; Wed, 24 Apr 2002 09:48:4 0+0100
Received: (from w@localhost)
by difc.ul.pt (8.11.6/8.11.6) id g3080IM17793;
Wed, 24 Apr 2002 09:50:19 +0100
Date: Wed, 24 Apr 2002 09:50:17 +0100
From: Vasco Thudichum Vasconcelos <w@di.fc.ul.pt>
To: simon gay <simon@dcs.gla.ac.uk>
Subject: Re: Titles and Abstracts
Message-Id: <20020424095017.49de0cdc.w@di fe.ul. pt >
In-Reply-To: <200204230908.KAAL1301@marion.dcs.gla. ac.uk.des.gla.ac.uk>
References: <20020320102141.273e7e41.w@di fe.ul.pt >
<200204230908.KAA11301@marion.dcs.gla.ac.uk.dcs.gla
Organization: DI/FCUL
X-Mailer: Sylpheed version 0.7.0 (GTK+ 1.2.10; i586
Mime-Version: 1.0
Content-Type: text/plain; charset=US-ASCII
Content-Transfer-Encoding: 7bit

} useful to the human reader

.ac.uk>

-pe-linux-gnu)

ek } the body of the message (in this case, dwarfed by the heal
292
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Emails are Text

The body of an email iext specifically, characters from the ASCII

(American Standard Code for Information Interchange) character fet,

which uses a 7 bit format to represent 128 characters including
upper and lower case letters, digits, punctuation symbols, and 33
control characters such aswline

If non-text data (e.g. images, or binary data files produced by
applications) are to be sent by email, they mustfo®dedising only
printable ASCII characters.

(As emalil is a lowest common denominator of Internet access, it's
convenient to be able to transmit data of all types by email, déispife
existence of special-purpose applications/protocols such as FTP.
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Encoding Non-Text Data

be to encode binary 0 as the character ‘0’ (ASCII code 48) and bi
1 as the character ‘1’ (ASCII code 49). This would have the unfort
effect of multiplying the size of the data by 8, because each ASCII
character is represented by one byte (8 bits) in a data packet.

One way of encoding arbitrary binary data into printable ASCII woer

A better way would be to think of a byte as a two digit hex number,
use the characters ‘0'... ‘9’and ‘A... ‘F’to encode it. This would
multiply the size of the data by 2, which is still not very good.

Based on the same idea, but using a greater proportion of the prin|
ASCII range, we gdbase 64 encodinghich is commonly used with
email.
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and

table

Base 64 Encoding

3 bytes = 24 bits|

[of1]ol1[ofof01]

[L[ofo1[olo[1]0] [4[a1]1Tof1]0l0]
N —7 [ —7

[2olo[1]olo] [i[ofolilol1] [ofololilil] [i[i[o[ilo[o] 4 blocks of 6 bitp

36 37 7 52 numbers 0...63
=“digits” in base 64
D E ' T add 32 to get the

ASCII code of a
printable character

Each character is represented by 1 byte, so the data expansion ig

8/6 = 33% larger (actually it’s slightly worse because extra infoomati

is introduced in relation to line breaks).
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MIME and Attachments

Modern email applications providgtachmentsa convenient way of
combining text and non-text data (generally, several pieces of data
perhaps of various types and encoded in different ways) in a sing|
message. This system is called MIME (Multipurpose Internet Mail
Extensions).

The email application which creates the message uses the MIME
to specify what data is present and how it is encoded. The receivi
email application has the opportunity to decode it (although there |
guarantee that it will know how to do so).

The next slide shows an example of the text form of a MIME-enco
message. Most email applications will hide the non-text data, and
present a button (for example) allowing the attached data to be ex|
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Mime-Version: 1.0

Content- boundary=" =1
Date: Mon, 29 Apr 2002 16:33:39 +0100

To: simon@dcs. gla.ac.uk

From: Tania Sprott <tania@dcs.gla.ac.uk>

Subject: CS1Q Questionnaire

-1
Content-Type: textiplain; charset="us-ascil
Hi Simon

Atiached list of CS1Q tutors for PowerPoint as disc
shortly with the questionnaires.

ussed. Il be along

Tania

-1  :
Content-Type: multipart/appledouble; boundary="==== == -1192028076==

L. |
Content-Transfer-Encading: base64
Content-Type: applicatio/applefile; name="%CS1Q-Gr
Content-Disposition: attachment; lename="%CS1Q-Gr

oups.doc”
oups.doc”

AAUWBWAC/ IQAAACAA
AAAIAAAAEQAAABAAAAACAAAAIQAAARSDUZFRLUGyb3VicySkbRREJOTVNXRAEAAAAA

HINPUIQHAGCAABWAHVI/

Content-Type: application/octet-stream; name="CS1Q- Groups doc”
mac-type="5738424€"
 x-mac-creator="4D535744"
Content-Disposition: attachment; flename="CS1Q-Gro ups.doc”
Content-Transfer-Encading: base64
(! Q DAAAANGAA

\OQ/
g i

Sending Emaill

Suppose | send an email to my colleague Vasco, vw@di.fc.ul.pt

There are several stages:

« using my email application, | compose a message and press “sg

*my email application becomes a client of the mail server on the
department’s mail gateway machine, iona.dcs.gla.ac.uk, and spq
the destination address and the content of the message (*)

«iona (actually, theendmail program running on iona) becomes a
client of the mail gateway in Vasco’s department, mail.di.fc.ul.pt
(194.117.21.40) and specifies the mailbox (vv) and the content (

« the message is delivered to Vasco's mailbox directory

Steps (*) use SMTP, the Simple Mail Transfer Protocol.

nd”

cifies
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The email application and tkendmail program live in layer 5 of the 220-Welcome to the dcs.gla.ac.uk mail relay.
. . . . . . 220-
network hierarchy. Opening a connection to the destination mail 220 iona.dcs.gla.ac.uk ESMTP Exim 3.13 Mon, 29 Apr 2002 18:10:42 +0100
gateway uses the same mechanism as opening a connection to aweb | 22 S e e BRI aTe e, ac.uk [130.209.241.152)
server: TCP functions (layer 4) are called, which must resolve the 250.512€ 26214400
domain name of the destination and send messages to establish the 250 HELP
connection. The difference at this stage is that port 25 is used, insfead | 2 MAL From=simon@dcsgla.acuk> SIzE=s7
of port 80. >>> RCPT To:<simon@dcs.gla.ac.uk>
250 <simon@dcs.gla.ac.uk> verified
>>> DATA
SMTP specifies a completely different (and more complex) excharlge 354 Enter message, ending with-"" on a line by its
55>
of messages than HTTP. >>> Hi there! f lient
) . . >>> rom clien
For example, the first SMTP message is sent by the server, ntiettig ¢ >>>.
. . 250 OK id=172Efi-0005Dz-00
(but remember that the first TCP message comes from the atlent Simon... Sent (OK It-1726f10005D2
to Open the connection) Closing connection to dcs.gla.ac.uk.
. >>> QUIT
221 iona.dcs.gla.ac.uk closing connection
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Receiving Email

If a user directly logs in to the computer whose disk holds the mailpox,

then the email application simply looks at the mailbox.

(Similarly in the department, although the mailbox may live on a
different computer on the local network.)

Alternatively, another protocol called POP (Post Office Protatluijvs
a mailbox to be inspected remotely; this is typically used in situatiq
where a user dials up (using a modem) to an email service providg
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